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Turbulence and Secondary Flows
in an Axial Flow Fan With
Variable Pitch Blades
This paper analyzes the structure of turbulence and secondary flows at the exit of an axial
flow fan with variable pitch blades. The influence of changing the blades’ pitch angle
over the turbulent structures is assessed by means of turbulence intensity values and
integral length scales, obtained by using hot-wire anemometry for several test conditions.
Since total unsteadiness is composed of both periodic and random unsteadiness, it is
necessary to filter deterministic unsteadiness from the raw velocity traces in order to
obtain turbulence data. Consequently, coherent flow structures were decoupled and thus,
levels of turbulence—rms values of random fluctuations—were determined using a filter-
ing procedure that removes all the contributions stemming from the rotational frequency,
the blade passing frequency, and its harmonics. The results, shown in terms of phase-
averaged distributions in the relative frame of reference, revealed valuable information
about the transport of the turbulent structures in the unsteady, deterministic flow pat-
terns. The anisotropic turbulence generated at the shear layers of the blade wakes was
identified as a major mechanism of turbulence generation, and significant links between
the blade pitch angle and the wake turbulent intensity were established. In addition, the
autocorrelation analysis of random fluctuations was also used to estimate integral length
scales—larger eddy sizes—of turbulence, providing useful data for computational fluid
dynamics applications based on large eddy simulation algorithms. Finally, contours of
radial vorticity and helicity gave a detailed picture of the vortical characteristics of the
flow patterns, and the definition of secondary flow as the deviation of the streamwise
component from the inviscid kinematics was introduced to determine the efficiency of the
blade design in the energy exchange of the rotor. �DOI: 10.1115/1.2903523�

Introduction

The overall performance of axial turbomachinery is strongly
influenced by the level of unsteadiness and turbulence generated
inside the blade passages. In the case of axial compressors, much
research effort has been focused on understanding the transitional
flow over blade surfaces, because it is essential to describe the
performance of the blades embedded in an axial stage �Henderson
et al. �1��. Actually, it is well known that different mechanisms
may lead to set off the transition from laminar to turbulent flow
over the blades. Such mechanisms can be related to periodic dis-
turbances, establishing a “wake-induced” transition when up-
stream wakes impinge on the blades, or simply induced by high
freestream turbulence, initiating a “bypass” transition derived
from instabilities in the external flow �Mailach et al. �2��. As far as
this is concerned, it is important to segregate the relative influence
of both mechanisms on the development of the unsteady boundary
layers on the blades.

The flow field inside a turbomachine is highly complex and
unsteady, and composed of all-range fluctuations of varying na-
tures. Typically, the largest time scales are related to a fraction of
the rotational speed, while the lowest time scales are those derived
from the smallest dissipative eddies of the inner turbulence. Inher-
ently, this implies that the total unsteadiness of any velocity trace
can be segregated into a deterministic, nonchaotic component,
usually known as “unsteadiness,” and a pure random, stochastic
element referred to as “turbulence.” The identification of both
components requires of a filtering �frequency domain� or an aver-

aging �time domain� procedure, which must specify the time scale
that separates periodic events from random disturbances �typi-
cally, the blade passing frequency—BPF�.

The simplest method to remove periodic fluctuations consists of
ensemble averaging the velocity traces and then subtracting their
processed signals from the original data �Lakshminarayana �3��.
This phase-locked sampling and ensemble-averaging technique is
a well-established framework that enables us to reconstruct un-
steady flow fields from instantaneous signals. Hence, many au-
thors have employed this technique with success in the past two
decades in the case of both centrifugal �Ubaldi et al. �4�, Sinha
et al. �5�� and axial turbomachinery ��1�, Uzol et al. �6�, Cherret
et al. �7��. This exact definition gives valuable results, especially
when interest is placed on the phase-averaged flow. Unfortunately,
this technique is just filtering all the unsteadiness related to the
BPF. Other “large-scale” unsteadiness with periodic features, such
as vortex shedding, unsteadiness of separation points, misalign-
ment of the blades, or fluttering of separated flows, is not removed
by using this method. In practice, this is because there is no exact
frontier separating the periodic unsteadiness of large-scale fluctua-
tions from the large-scale eddies of random turbulence. Conse-
quently, it is also necessary to include some other filtering proce-
dure to remove definitively all the periodic unsteadiness from the
raw data.

On the other hand, frequential methods, based on a discrete
filtering of the instantaneous signals, allow a selective removal of
time scales or even a complete elimination of certain ranges.
Thus, some authors have defined a cutoff frequency to extract just
“small-scale” fluctuations, although neglecting much of the turbu-
lent energy of large-scale eddies �Goto �8� defined a high-pass
filter of 1.5 times the BPF; Senkter et al. �9,10� employed a filter
of 0.2 times the BPF�. In order to avoid this inconvenience, an
alternative solution is the identification of relevant peaks �at the
rotational frequency, at the BPF and all higher harmonics� in the
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Fourier transform of the signal. Afterwards, these peaks, repre-
senting periodic events, are digitally filtered out by setting their
amplitudes to zero. The truncated power spectrum is then trans-
formed back into the time domain to give the turbulent signal
�Camp et al. �11�, Ballesteros et al. �12��.

In recent years, an increasing number of experimental investi-
gations in axial turbomachinery have studied in detail the physical
aspects of both turbulence and unsteady flow patterns. Since much
of this investigation has been concerned with compressors and gas
turbines, there are few relevant works in the literature regarding
flow unsteadiness and turbulence in low-speed axial fans used for
industrial purposes. Thus, a challenging task for the authors is to
provide valuable results and analysis on these topics for this type
of low-speed turbomachinery. Using a complete set of experimen-
tal data, encouraging results of the complexity of the flow struc-
ture at the exit of an axial fan with variable pitch blades �Balles-
teros et al. �13�� led us to study in detail the characteristics of the
total unsteadiness of the flow �Velarde-Suárez et al. �14��. Our
recent experiments have led to the investigation of the structure of
turbulence and unsteady flows in the case of single-staged fans
�Fernández Oro et al. �15,16��, by analyzing the impact of the
axial gap between the rows in the picture of turbulence. Now, we
focus on the influence of variations of the blades’ pitch angle in
the generation and transport of turbulence and secondary flows.

In short, this paper presents an analysis of the structure of tur-
bulence data, obtained using hot-wire anemometry, in a low-speed
axial fan with variable pitch blades. Experimental measurements
have been conducted modifying the pitch angle of the blades �up
to four positions� for three different operating conditions. Velocity
components have been obtained at ten radial positions by means
of a triple-wire probe for every test. A digital filtering procedure in
the frequency domain �adapted from Ref. �16�� has been em-
ployed to segregate random fluctuations from periodic distur-
bances downstream of the rotor. As a result, distributions and
maps of turbulence intensity in the relative frame of reference are
presented downstream of the rotor. The impact of both operating
conditions and blade pitch angle on the transport and generation
of turbulence has been characterized. Finally, the definition of
secondary flows and the determination of helicity distributions

have been appropiate to complete the description of the vortical
features of the flow, mostly at off-design conditions.

Experimental Setup and Processing Techniques

Experimental Facility: Low-Speed Axial Fan With Variable
Pitch Blades. The experimental measurements of the unsteady
flow field were conducted on a low-speed axial fan with variable
pitch blades. It is operated in an open-loop facility that includes a
flow control device at the facility discharge to modify the operat-
ing conditions. A Venturi nozzle �constructed according to norma-
tive standard BS848� is embedded inside the duct to measure the
volumetric flow rate, and a bell-mouth inlet is introduced to assure
uniform inlet flow. Figure 1 shows a sketch of the experimental
facility.

The fan analyzed is an eight-blade rotor based on the NACA-65
family and designed to provide a free vortex distribution of the
absolute tangential velocity component. The rotor has a 600 mm
tip diameter and a 380 mm hub diameter. The tip clearance is 2%
of the blade height. Basic geometrical parameters of the blades are
listed in Fig. 2. In this paper, the blade pitch angle refers to the
blade setting �i.e., a fixed angular position of the blade� at the hub
�see Fig. 2�. The rotor allows for the manual changing of the blade
pitch angle. The fan, rotating at 3000 rpm, is driven by a dc
36 kW motor.

The experimental data set is composed of 12 cases; specifically,
four different blade pitch angles running at three different operat-
ing conditions �marked in Fig. 3 with the legend “Hot-Wire Mea-
surements”�. The blade pitches that were tested �with respect to
the tangential direction� correspond to 52.5 deg �design geometry,
denoted in the figures as “0°”�, 43.5 deg and 48 deg �negative
variations of −9 deg and −4.5 deg, respectively, denoted in the
figures as “−9°” and “−4.5°”�, and finally 57 deg �positive varia-
tion of +4.5 deg, denoted in the figures as “+4.5°”�. The design
geometry provides the highest efficiency—slightly higher than
80%—�see Fig. 3�, while this regulation method guarantees an
important increment of the operative range. The three operating

Fig. 1 Test facility

Fig. 2 Rotor blade characteristics „design…
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points that were measured correspond to the best efficiency point
�Qo� of each pitch angle, and a lower and a higher flow rate,
0.95xQo and 1.05xQo.

Measurement Techniques: Triple Hot-Wire Anemometry.
The experimental data have been obtained using triple hot-wire
anemometry. This technique gives a relatively high frequency re-
sponse to velocity fluctuations, so flow disturbances at BPF
�400 Hz� can be perfectly captured. The hot-wire probe is com-
posed of three tungsten filament wires of 5 �m diameter and
1.5 mm length. The wires are orthogonal to each other forming a
regular quadrant in space �Fig. 4�. The inclination of the wires is
30 deg with respect to a plane normal to the prongs. Output sig-
nals of the wires are connected to a TSI IFA100 constant tempera-
ture anemometer, as represented in Fig. 4. The frequency response
of the wires was estimated to be about 20 kHz. More details about
the calibration setup and the uncertainty ranges of the probe can
be found in Ref. �13�.

The flow field measurements have been taken at inlet and outlet
rotor planes, 120 mm upstream and 142 mm downstream of the
blade axis. In both planes, ten radial positions were selected �Fig.
4� to acquire the velocity components and one pulse of a trigger
signal per rotor revolution. This trigger enables a correct identifi-
cation of every rotor phase when ensemble averaging in the post-
processing. Therefore, accurate data sets can be rearranged from
every velocity trace in order to phase average the instantaneous
signals. To avoid aliasing of the signals, the data sampling rate
was fixed at 12.8 kHz per channel, in order to obtain a good
resolution of the jet-wake structure. The acquisition length for
every realization was fixed at 2304 points per channel �i.e., nine
complete rotor turns stored in every single measuring point�.

Data Processing Techniques

Ensemble Averaging. The velocity traces have been processed
in order to segregate periodic fluctuations from random unsteadi-
ness. This may be expressed as

u�r,T� = Ũ�r,t� + u��r,T� �1�
where the deterministic velocity is obtained by ensemble averag-
ing �or phase averaging when observed in the relative frame of
reference� the 72 blade passages recorded for every velocity trace:

Ũ�r,t� =
1

M �
m=1

M

�u�r,T��m, T = t +
2�

�B
�m − 1� �2�

The variable r represents the spatial coordinates and t defines each
of the instantaneous realizations defined over the rotor blade pass-
ing period. B is the number of blades and T computes the total
acquisition time. Bearing in mind that the temporal evolution in
the absolute frame of reference is directly related to the circum-
ferential gradients in the relative frame of reference �Lyman �17��,
it is obvious that the ensemble-averaged velocity field observed
by a stationary probe downstream of the rotor is the blade-to-
blade distribution of the velocity components in the rotor passage.
Hence, as long as there is no contribution of a previous stator or
additional stages upstream of the rotor, velocity maps with a cir-
cumferential periodicity equal to the rotor pitch can be directly
drawn.

FFT Filtering. In many cases, it may occur that the instanta-
neous velocity includes other “large-scale” unsteadiness that is
periodic but not at the BPF. The existence of secondary flow pat-
terns, such as sawing movement of the tip leakage vortex, flutter-
ing of separated flows, or unstable separation points �8�, implies
that the ensemble-averaging technique does not remove all the
periodicity components of the instantaneous velocity. As a result,
the random component u� defined in Eq. �1� is not realistically
describing pure turbulence, so an additional filtering method is
needed to remove all the periodicity.

Figure 5 �left column� shows the power spectra of both periodic
and random components of a velocity trace measured downstream
of the rotor. The corresponding time evolutions of the velocity
signals are also included in the figure over a complete rotor revo-
lution �right column�. All the representations have been made non-
dimensional by the time-mean velocity value. Complementarily,
levels of unsteadiness and turbulence intensities are also defined
�gray distributions referred to the right y axis� to provide an order
of magnitude for the different variables. In the subplot Fig. 5�a�,
peaks corresponding to the BPF and its harmonics are clearly
visible in the spectrum of the instantaneous velocity. Also, the
contribution of periodic unsteadiness related to the machine’s ro-
tational frequency �� /2�� is observable in the spectrum. Next, in
subplot Fig. 5�b�, the power spectrum of ensemble-averaged ve-
locity shows a perfect periodic nature with the BPF. As a result,

Fig. 3 Fan performance curves

Fig. 4 Sketch of the triple hot-wire probe. Measurement chain.
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there is no contribution to large scales below 400 Hz, while higher
harmonics appear to configure the particular shape of the blade-
to-blade periodic velocity �right column of subplot �b��. Subtract-
ing the ensemble-averaged velocity from the instantaneous signal,
the pure fluctuation is expected to be obtained in subplot Fig. 5�c�.
Nevertheless, the power spectrum does not show the characteristic
broadband distribution along the whole range of frequencies that
should appear in the case of pure randomness. In particular, high-
order periodicity is not totally removed by the ensemble-
averaging technique. Thus, from the second harmonic on, there is
still a certain reminiscence of periodic unsteadiness at BPF har-
monics, though the fundamental peak of BPF has been filtered out
by the procedure. Furthermore, even the rotational frequency pe-
riodicity is present in the fluctuation because the ensemble-
averaging definition �2� cannot distinguish between rotor revolu-
tions. This observation underlines that temporal averaging alone is
not sufficient to eliminate all the periodicities. The power spec-
trum, E�k�, is the distribution of energy across the different eddy
sizes, but every eddy size is really contributing across the full
range of wave numbers �Davidson �18��. In addition, periodic dis-
turbances are superimposed to that sea of all-range eddies in a
similar fashion. Thus, the combination of both energy densities
produces a high-complex structure with no exact frontier separat-
ing the periodic unsteadiness of large-scale fluctuations from the
large-scale eddies of random turbulence. Moreover, the ensemble
averaging considers that such a frontier can be established at the
BPF wave number, and as a consequence, residual energy of
large-scale fluctuations �or high-order periodicities� is masked as
large-scale turbulence.

Consequently, these considerations suggest the need to intro-
duce a frequential procedure to identify all the periodic events in
the power spectrum and digitally filter them out by setting their
amplitudes to zero. For that purpose, the methodology described
in Refs. �11,12� has been adapted to the experimental data set of
this particular axial fan. Using an iterative procedure, all the pe-
riodicity is removed from the instantaneous signal and a more
realistic description of the turbulence is achieved. Hence, the sub-
plot Fig. 5�d� shows the truncated power spectrum of the instan-
taneous velocity trace after FFT filtering. Notice that both fluctua-

tion �Fig. 5�c�� and truncated spectra �Fig. 5�d�� contain the same
small-scale, turbulent budget, despite being derived from different
procedures �see the broadband component of both spectra�. Thus,
the usefulness of the truncated spectrum is shown because only
chaotic randomness remains in the FFT signal, and all strong pe-
riodic events �marked with gray dashed lines in the plots� are
completely filtered out. Finally, the truncated power spectrum is
then transformed back into the time domain giving the turbulence
signal �see right column of Fig. 5�d��.

To conclude the discussion, a few comments are now added
here regarding the time evolution of the velocity components that
illustrate the segregation process that leads to the description of
pure turbulence. The subplot Fig. 5�a� shows the instantaneous
velocity trace over a complete rotor revolution. The velocity defi-
cit does not show an exact repeating pattern in every wake due to
the strong degree of randomness within the velocity trace; besides,
a level of total unsteadiness can be defined by computing the root
mean square �rms� value of the wakes’ total fluctuation. In this
particular trace, it gives a reference level of approximately 12%,
while inflow turbulence �shown later� is just around 1.5%. Intro-
ducing a statistical approach by means of ensemble averaging, all
the velocity deficits are reduced to a single blade-to-blade deter-
ministic fluctuation, which is shown in subplot Fig. 5�b� �replotted
eight times�. All the randomness has been filtered out, and total
variations are therefore reduced. As a consequence, the level of
unsteadiness of this statistical pattern is reduced approximately to
roughly 6%. Afterwards, the temporal subtraction of previous
traces to each other provides the quasirandom fluctuation in the
right column of subplot Fig. 5�c�. In order to analyze the circum-
ferential structure of the turbulence from blade-to-blade in the
relative frame of reference, the rms value of this fluctuation is
divided by the deterministic flow. This definition is essential to
reveal how turbulence is transported by the unsteady deterministic
flow of the wakes, otherwise time averaged. Its mathematical ex-
pression is stated formally in the following epigraph—Eq. �3�.
The result shows a background level of turbulence between the
wakes �centered on 5%� and large variations �up to 18%� only on
the velocity deficits. This means that there is a sudden increase in
the turbulence level in the wakes, whereas calm regions are estab-

Fig. 5 Power spectra and time evolutions of different velocity components of an individual trace measured
downstream of the rotor. u* corresponds to „a… instantaneous, u*=u; „b… ensemble averaged, u*= Ũ; „c… fluc-
tuation, u*=u�; and „d… filtered, u*=Šu�‹.
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lished between the wakes. As discussed earlier, these results are
not completely accurate. In fact, they are overestimated because
of the massive presence of residual large-scale periodicity in the
shear layers of the wakes. On the contrary, the filtered fluctuation
exhibits a more realistic random fluctuation, even in the calm
regions between the wakes. Just 7% of random fluctuation is mea-
sured in the rotor wakes, and the background levels are also re-
duced to approximately 3%.

Description of Turbulence. Different variables can be used to
describe the level and the spatial distribution of the turbulent flow.
The turbulence intensity expresses the “strength” of the turbulent
motion. It is defined as

Tu�r,t� =
�u�2̃

Ũ
=

1

Ũ
� 1

M �
m=1

M

�u�2�m �3�

where the hat denotes the ensemble-averaging value of the ran-
dom fluctuations to the square. In turbomachinery, the rms of the

fluctuations is divided by the deterministic fluctuation, Ũ, in order
to obtain the blade-to-blade turbulent field. As indicated above,
this definition reveals the transport of the turbulent structures in
the unsteady flow patterns. In the case of there being no determin-
istic fluctuations, the ensemble averaging would be replaced by a
time averaging.

The integral length scale gives an idea of the spatial dimension
of the largest eddy size of the turbulent structure. As described in
Ref. �4� and Huyer et al. �19�, if all the periodic events are re-
moved from a velocity trace, then the autocorrelation function will
show no oscillations, so the integral length scale L can be esti-
mated by this expression:

L = Ū�
0

�

ACF���d�, ACF��� =
u��t� · u��t + ��

u�2
�4�

where the overbar denotes the time-averaged value, and � is the
time lag that is used to construct the ACF. This formulation sup-
poses the validity of Taylor’s hypothesis �the average eddy size
lies through the correlation of two velocity signals�. Obviously,
the time lag depends directly on the data sampling rate, so an
average eddy size of a wave number larger than the sampling rate
cannot be measured.

Experimental Results and Discussion

Inflow Turbulence. Figure 6 shows the turbulence level and
the integral length scale of the streamwise velocity along the ra-
dial coordinate at the inlet. Since the measuring plane �Fig. 4� is
placed 120 mm upstream from the rotor, there are no periodic
events involved in the velocity traces. As a consequence, both

ensemble averaging and FFT filtering are not necessary in this
case. The plot compares the three different operating points
�higher efficiency, Qo, and lower and higher flow rates, 0.95xQo
and 1.05xQo� for the design pitch angle �0 deg�. There are no
significant variations in the level of turbulence with the mass flow
rate because Re is high enough �in the range of 6�105� to make
turbulence statistically independent of low Re changes. As ex-
pected, the results show a clear spanwise uniformity, except for
the casing viscous region where the levels are slightly increased.
A typical value of 1.5% is obtained for the freestream region,
which is totally representative for this type of open-loop facilities.
Complementarily, the distribution of the integral length scale pre-
sents an appreciable radial disparity due to the inherent random-
ness of these fluctuations. However, for this Reynolds number
range, the characteristic scale of larger eddies turned on to be in
the order of 80 mm, with a noticeable spanwise uniformity. As
expected, these larger eddies have velocity and length scales com-
parable to the global scales of the flow, because the integral value
is a fraction of the duct diameter �approximately 13% of
600 mm�. To illustrate this estimation, the figure includes the au-
tocorrelation function of one radial point, needed to estimate the
integral scale. To evaluate the area under the ACF, the first zero in
the autocorrelation is usually taken as the upper limit of integra-
tion in Eq. �4� �11,20�. All these results are in clear agreement
with previous predictions obtained by the authors in the case of
single-staged axial fans: 1.5% of inlet turbulence and a 16% of the
outer diameter as the typical integral length scale �16�.

The idea of the integral length scale as a characteristic value of
the larger eddies of the flow is revisited in Fig. 7. This figure
shows a short fragment of the random fluctuations obtained from
a particular velocity trace at the inlet. The amplitude of the fluc-
tuations, about 0.5 m /s, represents 1.3% of the mean velocity �in
agreement with the average turbulence level shown in Fig. 6�.
Notice that the temporal signals captured by the stationary probe
are really showing the structure of the flow passing by. Thus,
when a small eddy transported by the mean flow reaches the
probe, it leaves an abrupt, sharp fingertip in the trace, since it
takes a short time to pass through. On the contrary, the contribu-
tion of the largest eddies is more like a large, background fluctua-
tion, because they take a long time to pass by. This is represented
in the figure, where large eddies are identified by repetitive back-
ground oscillations. The integral length scale can be roughly esti-
mated as the distance covered by these large eddies when trans-
ported by the mean flow at its averaged velocity, resulting in a
value in the order of 0.1 m. This reasoning is totally coherent with
the order of magnitude of the radial distribution in Fig. 6. Obvi-
ously, this one-dimensional description is quite a simplistic ap-
proach to the complex picture of turbulence, but it gives a very
useful idea of the turbulent scales involved in the flow.

Fig. 6 Turbulence level and integral length scale of stream-
wise velocity of the inlet flow

Fig. 7 Simplified sketch of the contribution of large and small
eddies in the random fluctuations of the velocity traces for fully
developed turbulence „adapted from Ref. †18‡…
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Unsteadiness and Turbulence at the Rotor Exit. The vortical
nature of the shear layers confining the velocity deficit of the
wakes is a major source of total unsteadiness. However, previous
results published by the authors in Ref. �14� have demonstrated
that higher levels of unsteadiness can be observed at the hub and
casing regions, so small-scale turbulence inside the casing viscous
regions also involves a relevant contribution. Moreover, the analy-
sis of all the test cases revealed that these levels are even higher
when running at off-design conditions and especially when pitch
blade angles different from the nominal one are employed. Figure
8 is introduced at this point to summarize the influence of the
pitch blade angle and the operating conditions in the level of total
unsteadiness measured at midspan locations. In particular, this
diagram presents the interpolated levels of total unsteadiness as a
function of both parameters. Basically, these results show that the
lower the blade pitch angle, the higher the levels of total unsteadi-
ness. Also, reduced flow rates lead to major angles of incidence
�less margin to prevent stall is available�, and therefore, major
flow separation may occur near the trailing edge resulting in a
significant level of disorder at the rotor exit. Moreover, a reduc-
tion of the blade pitch angle produces a contraction in the crossed
area of the passage, leading to more constricted flows and overall
increase of volumetric oscillations and instabilities in the flow
structures.

To observe the trends that the pure turbulence exhibits with
both parameters, the FFT filtering procedure has been included in
the postprocessing in order to guarantee an accurate decoupling
method. Hence, some considerations of the turbulence structure
downstream of the rotor are now illustrated �Fig. 9�. Phase-
averaged turbulence in the relative frame of reference is repre-
sented for different operating conditions in the case of the nominal
angle of stagger. The whole spatial distribution �radial and tangen-
tial� is shown all along the rotor passage �replotted twice for con-
venience�, viewed in downstream direction. As expected, all the
maps present a core with low turbulence intensities �2%�, limited
by the rotor wakes �rotating counterclockwise in the fixed refer-
ence frame�, and both hub and tip boundary layers with higher
levels �up to 9%�. It can be observed that if the flow rate de-
creases, the wakes get thicker, mainly in the tip region, following
the same trend as the primary flow pattern �13�: For a same incre-
ment of the incidence angle, it implies a relative higher increase of
the deflection at the tip, higher loads and major turbulent flow
separation at the trailing edge �TE�. Also, the overall levels are
gradually increased, resulting in a higher level of disturbance.
This fact fits in with previous results showing total unsteadiness in
Ref. �14�, indicating a higher disturbance level at high loads.
Moreover, it is well known that this kind of major disturbances are
derived from higher wake dispersion at low flow rates �1�, so high
velocity fluctuations are established and major generation of tur-
bulence is confirmed.

More significant is the analysis of the influence of the blade
pitch angle in the turbulent structures of the rotor �Fig. 10�. Notice

that Qo differs for each blade pitch angle, corresponding to the
best efficiency point of −9 deg to +4.5 deg, respectively. In this
case, the spatial distribution of the turbulent structures is strongly
influenced by the progressive reduction of the blade pitch angle.
The low-turbulent core suffers a remarkable decrease as a conse-
quence of a higher blockage derived from the enlargement of the
tip boundary layer and the dispersion of the rotor wakes. These
results are again in agreement with previous analyses of the flow
patterns, suggesting a clear relation between the wake fluid and
the generation of anisotropic turbulence at the wakes’ shear layers.
In other words, the distribution of the wake fluid is conditioning
the shape and intensity of the blade-to-blade turbulent structures,
establishing zones with low turbulence where freestream, high
velocity regions are predominant, and high-turbulent structures
where blockage mechanisms induce flow instabilities.

Assuming that all the periodic events have been filtered out in
the postprocessing of the outlet measurements, an attempt was
made to estimate the integral length scale of the turbulent flow.
Initially, we would expect to observe an influence of both hub and
casing boundary layers on the integral length scale. However, end-
wall effects are much smaller than the contribution coming from
the periodic passing of rotor wakes, because of the spanwise uni-
formity of the results �Fig. 11�. Also, all the radial distributions
shown in the plot �either as a function of the operating conditions
or modified by the pitch angle configuration� give a precise idea
of the independence of the integral scale with respect to these
parameters. As a consequence, it seems that the integral value is
simply a characteristic of the flow scales �typically a fraction of
the blade chord�. On the other hand, the overall range of large-
scale eddies is drastically reduced from the inlet, because of the
continuous chopping mechanism of the rotor blades. Those large
eddies �around 80 mm in Fig. 6� are broken up into smaller ones
inside the rotor passages. In addition, the rotor wake fluid periodi-
cally crosses the measurement point and lowers the time-mean
integral length scale �1�, producing a typical value of 15 mm,
which is in perfect agreement with previous estimations of the
authors for this type of axial fans �16�.

Fig. 8 Diagram of total unsteadiness rotor downstream. Influ-
ence of both blade pitch angle and operating conditions.

Fig. 9 Blade-to-blade distribution of turbulence intensity in
the relative frame of reference. Influence of the operating con-
ditions in the design geometry.
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Further considerations about the turbulent structure of the
wakes’ shear layers can be made by analyzing the vortical struc-
ture of the flow at the rotor exit. All turbulent flows are rotational
and exhibit high levels of fluctuating vorticity concentrated in
regions with strong coherence �e.g., in the wakes�. For that pur-
pose, distributions of radial vorticity have been obtained below in
order to describe the vortical dynamics of the turbulent motion.
Since the experiments provide all the velocity components in a
traverse sector �in the relative flow, the circumferential nonunifor-
mities are available�, only in-plane radial and tangential deriva-

tives can be computed to obtain the relative vorticity distributions.
Therefore, all the streamwise variations of the velocity compo-
nents are neglected in
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Of course, this is an important restriction because out-of-plane
�3D� effects may have an important impact on the distribution of
radial vorticity. However, valuable information can be still ob-
tained from the circumferential variation of the axial velocity.
Hence, Fig. 12 shows the spatial distribution of radial vorticity—
normalized by the rotational speed—in the relative flow for design
conditions. The contribution of both hub and tip boundary layers
is practically filtered out in this component, because their turbu-
lent dynamics are mainly manifested in the tangential direction.
Regions with positive and negative values indicate the presence of
the wakes’ shear layers. Positive levels are due to an increment of
vorticity when moving tangentially �entering in the wake�, while
negative levels are a consequence of the change in the vorticity
sign �leaving the wake�. Considerable regions with no vorticity
�gray zones in the map�, especially from midspan to the outer half
of the passage, reveal that the flow is behaving inviscidly there.
Obviously, those regions are coincident with the low-turbulent
core of the middle map in Fig. 9.

Figure 13 presents the influence of operating conditions and the
blade pitch angle in the blade-to-blade distribution of radial vor-
ticity at midspan. The inner and outer radial positions are more
doubtful, since the flow is highly three dimensional there, so only
an analysis of the midspan features has been attempted here. Re-
sults from the complete series of cases exhibit a common feature:
the contribution of the rotor wakes is practically covering the
whole rotor pitch. In fact, though large regions with inviscid char-
acteristics appear in the outer half of the passage �i.e., Fig. 12�, at
midspan there is a considerable increment of the width of the
wakes, which also gradually increases toward the hub �observed
in previous maps of turbulent intensity�. Therefore, low-turbulent

Fig. 10 Blade-to-blade distribution of turbulence intensity in
the relative frame of reference. Influence of the blade pitch
angle at off-design conditions.

Fig. 11 Radial distribution of integral length scales at the rotor
exit. Influence of operating conditions and blade pitch angle.

Fig. 12 Contours of radial vorticity at the rotor exit. Design
conditions.

Fig. 13 Blade-to-blade distributions of radial vorticity at mid-
span. Influence of operating conditions and blade pitch angle.
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regions are established basically from midspan to 80% of the
span, only partially shifted to central positions when blocked due
to the large casing boundary layers at lower pitch angles �upper
maps in Fig. 10�. Meanwhile, radial vorticity at midspan is pre-
sented for all the test cases as an important source of turbulence
associated with the unsteady shear layers of the wakes. Overall
trends indicate that as the blade pitch angle is increased, the gen-
eration of radial vorticity is higher at midspan. The explanation
lies in the progressive blockage of the tip boundary layer, which
shifts the low turbulence core toward the midspan, as recently
discussed. On the contrary, higher flow rates lead to lower radial
vorticity, especially at the pressure side �PS� of the blades, as a
direct consequence of the minor disorder of the flow structures
downstream of the rotor.

Secondary Flows at the Rotor Exit. In the following section,
we study in detail the structure of the relative flow to obtain in-
formation on the secondary flow patterns. For that purpose, helic-
ity maps have been obtained and overlaid on to the shape of the
rotor wakes in order to find a relationship between helicity distri-
butions and the spatial evolution of the wakes.

Helicity is an instantaneous variable, which accounts for sec-
ondary flows, since it provides information on the vorticity
aligned with the fluid stream. Hence, this magnitude is useful to
describe flow fields with helical behavior. It is defined as the dot
product of the vorticity and the velocity vectors, that is, U · ��
�U�, and is usually made nondimensional by means of an aver-
age streamwise velocity and the rotational speed of the fan.

Figure 14 analyzes the influence of the operating conditions in
the helicity distribution in the case of the design geometry. The
rotor wakes are weft printed, so it is possible to track the evolu-
tion of the helicity patterns from both PS and suction side �SS� of
the blades. In the proximity of the midspan, large regions with no
helicity �colored in soft gray� demonstrate that there are no sig-
nificant vortical structures �vortices� there for any of the three
cases represented. At the hub, positive values indicate the genera-
tion of passage vortices associated with both sides of the blades,

the one on the PS being more important. Meanwhile, the bulk of
the wake fluid presents a notable lack of helicity. At the tip, a
low-helicity region toward the SS is a clear indicator of the pres-
ence of leakage flow. Notice that there is a gradual shift of the
center of the leakage flow toward the PS of the consecutive blade
as the flow rate is decreased. This feature is in perfect agreement
with previous results of Jang et al. �21� when studying the behav-
ior of the tip leakage flow in the case of similar axial flow fans.
Their results also revealed that a reduction in the flow rate leads to
a major dispersion of the low-velocity region associated with the
trough of the leakage vortex. As a consequence, the helicity core
of the leakage flow presents a progressive tangential enlargement
when operating at low flow-rate conditions, according to the fig-
ure. Complementarily, the helicity magnitude of the leakage flow
core is also reduced in analogous fashion, indicating a clear influ-
ence of the boundary layer blockage on the tip vortex evolution:
i.e., viscous effects of endwall boundary layer dominate, thereby
decreasing the role of the leakage flow �Lakshminarayana �22��.

To illustrate the influence of the blade pitch angle on the estab-
lishment of the leakage flow, Fig. 15 shows the helicity maps at
nominal conditions for different blade pitch angles. Basically, pre-
vious comments on Fig. 14 are also valid in this new context. In
particular, notice that the regulation �decrease� of the flow rate by
means of a lower pitch angle implies the same effects for the
leakage flow as before. On the one hand, the core of low helicity
is gradually shifted by the relative mean flow toward the PS of the
consecutive blade. On the other hand, the enlargement of the cas-
ing boundary layer, which involves an important blockage of the
flow, is causing a weakening of the leakage flow. This is espe-

Fig. 14 Nondimensional helicity distributions at the rotor exit.
Influence of operating conditions.

Fig. 15 Nondimensional helicity distributions at the rotor exit.
Influence of blade pitch angle.

041101-8 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cially critical when operating at a pitch angle of −9 deg, because
of the establishment of an extremely thick annulus wall boundary
layer. As a result, the leakage flow is drastically stretched toward
the midspan, contributing to a higher level of disorder and small-
scale turbulence of the flow structure.

Finally, the development of secondary flows is presented using
plots of secondary velocity vectors in the rotor passage. Many
authors have proposed different methods to define it. Hawthorne
�23� stated that a secondary flow arises when the flow exhibits a
component of absolute vorticity in the direction of the relative
streamline �i.e., the helicity�. Other researchers have tried to split
primary from secondary flows in spite of them being really inter-
acting on each other. Bradshaw �24,25� considered that due to the
viscous effects, endwalls divert primary flow, giving rise to an
additional component called secondary flow. From this point of
view, the secondary flows are defined as the departure of the local
relative velocity vector from the local streamwise direction. How-
ever, in a geometrically complex channel, the streamwise direc-
tion can be defined in several different ways, and each definition
will yield a slightly different result for the secondary flow �Hatha-
way et al. �26��.

In the present work, it has been assumed that the secondary
flow vectors are those that represent departures from inviscid flow
fields, according to Ref. �8�. Figure 16 illustrates the kinematic
considerations that were followed to define the cross-flow compo-
nent of the secondary flow �SF�. Hence, the measured flow angle
at the rotor exit �	m� was compared spanwise to an inviscid flow
angle �	i�—plot in Fig. 16, showing the results at design condi-
tions for several pitch angles. The inviscid angle was calculated
from the total pressure increment of the rotor, assuming a free
vortex flow pattern from hub to tip. The good agreement between
the inviscid �design� parameters and the measured angle, mainly
at central positions, seems to ratify this kinematic choice. Addi-
tionally, the radial equilibrium imposed on the blades’ design
should guarantee zero radial velocities for the inviscid flow.
Therefore, the radial-flow component of the SF was directly iden-
tified with the radial velocity component measured in the tests.

Such a definition of the SF enables us to analyze the flow that is
not participating in the energy conversion process as designed.
For instance, at the tip, the flow is underturned—the measured
angles in Fig. 16 are higher than the inviscid ones, so the flow is
poorly deflected by the blades—which induces less tangential
component of absolute velocity and provides less energy ex-
change. On the contrary, the flow in the hub section is overturned,
leading to an excess of energy that must be dissipated somehow.
Since the energy that is necessary to balance the input of shaft
power is fulfilled, the rest turns into turbulence, enlarging the
wakes and increasing the flow disorder, as shown previously in
Fig. 10.

Figure 17 summarizes most of the SFs revealed in this investi-
gation. To that end, a case with a low blade pitch angle running at
off-design conditions has been used to point out the presence of
significant vortices. The map, viewed in downstream direction as
usual, includes curved arrows marking such vortices. A common
feature is that the vectors of outer positions are pointing clockwise
�towards the rotation�, while vectors on inner radii are pointing
counterclockwise. In fact, this is a direct consequence of the de-
viations of the measured angles from the streamwise direction.
Indeed, the tangential component of the secondary vector, previ-
ously named as “cross-flow” component, is closely related to the
deviation of the flow from inviscid mechanisms. Meanwhile, the
radial component, directly adopted from the measurements, is
more related to the real three dimensionality of the flow, mainly at
endwall positions. To illustrate the flow migration induced by the
SF structures, the turbulent wakes have been also introduced into
the plots. As expected, the flow inside the wakes boundary layers
is driven from the hub to the shroud �4,22�. In addition, the leak-
age flow is clearly recognizable as a huge loop—rotating
clockwise—that covers practically all the outer half of the pas-
sage. The large extension of the vortex derives from the stretching
mechanism set off by the enlargement of the casing boundary
layer, as explained above. Other secondary vortices, like those
located close to the PS at the tip and nearby the SS at the hub, are
probably passage vortices derived from secondary vorticity, con-
fined to the passage corners because of the higher strength of the
other viscous structures.

Figure 18 evaluates the overall trends of SFs when modifying
operating conditions or blade row parameters. At the design blade
pitch angle, SFs are only important in the endwall regions as well
as in the rotor wake fluid. Other operating conditions for the de-
sign geometry exhibit similar patterns �not shown here�. This fact
reveals a satisfactory well-structured flow with low levels of three
dimensionality in large regions around the midspan �recall the
good agreement of the flow angles at 0 deg in Fig. 16�. However,
when the blade pitch angle is changed, SFs are clearly activated.
At a positive pitch angle of +4.5 deg, there is a noticeable disor-
der of the flow structures �mainly derived from the difference
between the blade angles in Fig. 16�, though this is not transferred
to the turbulence intensity, that presented moderate levels in Fig.
10. Instead, spots of high helicity at midspan in the bottom map of
Fig. 15 are matched with a core of secondary vectors pointing
radially inwards on the PS. This effect is predominant in the flow
structure, even reducing the impact of the leakage flow. Precisely,
in consonance with the helicity maps of Fig. 15, the other vector
plots �0 deg and −4.5 deg� confirm the tangential enlargement of
the leakage flow when the blade pitch angle is reduced.

Conclusions
The analysis of the structure of turbulence and SFs in a low-

speed axial fan with variable pitch blades has been carried out by
means of an experimental investigation. Turbulent intensities and
integral length scales in addition to helicity and secondary veloc-
ity vectors have been determined using a triple hot-wire probe in

Fig. 16 Definition of SFs

Fig. 17 Secondary velocity vectors
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the measuring locations. In order to decouple periodic, unsteady
flow from random turbulence, it was necessary to introduce a FFT
filtering procedure to remove all the periodicity in the velocity
traces. Additionally, ensemble averaging was used to highlight the
transport of the turbulent structures by the unsteady jet-wake pat-
terns. By studying the influence of other parameters, such as the
variation of the operating point or the impact of the pitch angle in
the turbulent structures, it was possible to obtain a detailed picture
of the flow turbulence. Finally, the definition of SFs as the devia-
tion from inviscid kinematics enabled us to investigate the effi-
ciency of the blade design in the energy exchange of the rotor.

The results of turbulence intensities and integral length scales
have shown good agreement with other results reported in the
literature in the case of similar low-speed axial fans and compres-
sors. The estimation of those length scales provides useful data to
define good practices for both numerical discretization and turbu-
lence modeling when developing CFD applications for axial flow
fans.

At the rotor exit, the influence of different parameters has re-
vealed the impact of the operating conditions on the levels of
turbulence intensity. Thus, a reduction of the mass flow rate or a
decrease of the blade pitch angle was found to set off higher
disorder and important flow instabilities, thus increasing the glo-
bal levels of turbulence. An excessive overturning of the primary
flow at the hub has been characterized as a specific source of
turbulence, which leads to thicker wake shear layers and major
flow disorder. Moreover, as a direct consequence of the deviation
of the primary flow from the design kinematics, the performance
curves are also modified, resulting in more stepped curves with
narrow high-efficiency regions. This implies that wide operating
ranges can be obtained using variable pitch blades, but at the
expense of poor overall performance and higher turbulence levels.
In addition, the contribution of small-scale turbulence, derived
from a significant thickening of the casing boundary layer, has
played a major role when describing SF structures. In particular,

we saw the strong influence of the blockage of the annulus wall
boundary layer in both position and intensity of the leakage flow.
Other typical structures related to SFs in the literature, such as
passage vortices, have been also identified and described in the
results.

In summary, traverse maps of the flow patterns in the relative
frame of reference have illustrated the basic characteristics of all
the turbulent phenomena involved in the rotor passages, describ-
ing the complexity of the unsteady transport of chaotic random-
ness and SF.
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Nomenclature
ACF 
 autocorrelation function

B 
 number of rotor blades
BPF 
 blade passing frequency, s−1

E 
 spectrum of turbulent energy, m2 /s2

FFT 
 fast Fourier transform
H 
 helicity, m /s2

k 
 frequency or eddy wave number, s−1

L 
 integral length scale, mm
LE 
 leading edge

m, M 
 number of stored rotor blades periods
Q ,Qo 
 flow rate and design flow rate, m3 /s

r 
 spatial position in cylindrical coordinates
r 
 radial coordinate, m

Re 
 reference Reynolds number
t 
 time, s

T 
 total acquisition time, s
Tr 
 rotor blade passing period, s
Tu 
 turbulence intensity, %

u 
 instantaneous velocity, m/s
u� 
 random velocity fluctuation, m/s

Ũ 
 deterministic velocity component, m/s
U 
 deterministic velocity fluctuation, m/s

Ū 
 mean velocity, m/s
z 
 axial coordinate, m

Greek Letters
	 
 relative flow angle, deg
� 
 angular coordinate, rad
� 
 time lag, s

� 
 rotational speed, rad/s

Superscripts and Subscripts
� � 
 FFT filtering
� 
 ensemble averaging
– 
 time averaging
i 
 inviscid

m 
 measured
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Vorticity Dynamics in Axial
Compressor Flow Diagnosis
and Design
It is well recognized that vorticity and vortical structures appear inevitably in viscous
compressor flows and have strong influence on the compressor performance. However,
conventional analysis and design procedure cannot pinpoint the quantitative contribution
of each individual vortical structure to the integrated performance of a compressor, such
as the stagnation-pressure ratio and efficiency. We fill this gap by using the so-called
derivative-moment transformation, which has been successfully applied to external aero-
dynamics. We show that the compressor performance is mainly controlled by the radial
distribution of azimuthal vorticity, of which an optimization in the through-flow design
stage leads to a simple Abel equation of the second kind. The satisfaction of the equation
yields desired circulation distribution that optimizes the blade geometry. The advantage
of this new procedure is demonstrated by numerical examples, including the posterior
performance check by 3D Navier–Stokes simulation. �DOI: 10.1115/1.2903814�

1 Introduction

It has been well recognized that the vorticity and vortices have
inevitable appearance in compressor flows. The vorticity is mainly
generated due to the no-slip condition and forms boundary layers
at the surfaces of hub and shroud, as well as the surface of the
rotor and stator blades. It is also generated behind curved shock
waves, near the tip of the rotor blade. The boundary layers may
separate to form concentrated vortices at adverse pressure gradi-
ent, in particular, caused by their interaction with shock waves.
The distribution and unsteady evolution of the vorticity field and
vortical structures have strong influence on the compressor per-
formance under both designed and off-design conditions. The ad-
vances of computational fluid dynamics �CFD� and experimental
techniques have now made it possible for analysts and designers
to qualitatively identify the effects of these structures on the com-
pressor performance and relevant physical mechanisms, and then
to take these effects into account as much as possible in modern
design methods. However, in conventional analysis and design
procedure, a critical physical link is still missing. The question is
how to precisely pinpoint the quantitative contribution of each
individual local flow structure and associated dynamic process to
the compressor performance, which by nature is measured by in-
tegrated global quantities. Discovering this missing link is evi-
dently of great significance for improving our ability in flow di-
agnosis, optimal configuration design, and flow control.

One of the possible methods to recover the missing link has
now been developed and proved effective and widely applicable,
which is systematically introduced in a book of Wu et al. �1�. The
method is based on the so-called “derivative-moment transforma-
tion” �DMT�, which is the extension of the integration by parts in
elementary calculus,

�
a

b

f�x�dx = ��xf�x���a
b −�

a

b

xf��x�dx �1�

to two and three dimensions via the Gauss and Stokes theorems.
Then a series of unconventional DMT-based expressions for vari-
ous integrated aerodynamic performances can be derived. The
special advantage of these expressions is that the new integrand
explicitly contains the derivatives of flow quantities that can di-
rectly reflect local dynamic processes and structures �e.g., vortices
and shocks� responsible for the integrated performances. The
method has been extensively applied to innovative diagnosis of
the total force and moment acting on an arbitrary body in external
flows, and its application to internal flows has also been initiated
�for reviews see Ref. �1� and Wu et al. �2��. This DMT method
will also be the basis of the present investigation.

To briefly introduce the central idea of DMT-based theories and
for later reference, we present two kinds of DMT formulas to be
used for compressor flows. Formulas in component form will be
expressed in terms of cylindrical coordinates �r ,� ,z�.

The first kind of formulas follows from a DMT identity for the
integral of any function f�r ,� ,z� over a cross-sectional plane S0 at
any axial location z0, say. Let R1�z� and R2�z� be the radii of
generators of the hub and shroud, respectively; the identity reads

�
S0

frdrd� =
1

2��
0

2�

��fr2��R1

R2d� −�
S0

r2�f

�r
drd�� at z = z0

�2�

To gain a feeling of this formula, consider the mass flux Q of a
viscous incompressible flow in a circular cylindrical pipe, as
shown in Fig. 1. Assume for simplicity that the flow is axisym-
metric and unidirectional, with velocity uz�r�. Then setting f
=�uz in Eq. �2� yields, on any cross-sectional plane S,

Q =�
S

�uzdS =
1

2�
S

r���dS �3�

where we used ��=−�uz /�r and the no-slip condition on pipe
wall. We see at once that the azimuthal vorticity �� is a key
quantity. To enhance the mass flux, the positive �� should locate
at as large r as possible, namely, be confined to the boundary layer
�BL in Fig. 1� of the pipe. Then in the core region away from the
BL, the flow will be uniform and irrotational. Note that this is
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especially possible for averaged turbulent flows. Thus, we may
write S=SBL+Score and Q=QBL

† +Qcore
† , with

QBL
† =

1

2�
SBL

r���dS = Q, Qcore
† =

1

2�
Score

r���dS = 0 �4�

Here, the dagger reminds that, like any DMT formulas, the inte-
grand of Q† is no longer the local mass flux. However, now QBL

†

shows that for viscous flow the local structure �vorticity moment
in BL� alone can fully express the whole Q �in what follows the
dagger in DMT-based formulas will be saved�. Evidently, Eq. �3�
can be easily extended to flow between two concentric circular
cylinders, for which the negative �� should locate at as small r as
possible to enhance the flux; namely, it should be confined in the
BL of the inner cylinder wall.

The second kind of DMT formulas are based on the concept of
the boundary vorticity flux �BVF�

� 	 �n · �� = �
��

�n
�5�

where � is the kinematic viscosity and n the unit normal vector
pointing out of the fluid. The BVF measures the vorticity creation
rate at solid surfaces, and hence controls the development of
boundary layers. Its behavior also has close relation to flow sepa-
ration �1� including that induced by a shock wave. On an accel-
erating body surface, applying the tangential components of the
Navier–Stokes �NS� equation to the surface indicates that the BVF
consists of the contributions of wall acceleration a, on-wall tan-
gent pressure gradient, and a three-dimensional viscous correc-
tion: �=�a+�p+�vis, with �1�

�a = n � a, �p =
1

�
n � �p, �vis = ��n � �� � � �6�

Then, according to a DMT identity for surface integrals, the total
force and moment can be expressed by the first and second inte-
grated moments of �p and �vis, respectively, where �vis can be
neglected at large Reynolds numbers for the design purpose. Con-
sequently, the axial moment acting on a rotor blade surface Sb
�which, multiplied by rotor’s angular velocity �z, represents the
power input� has a DMT form given by �Eq. �11.101� of Ref. �1��

Mz = −
1

2�
Sb

�r2�pzdS +
1

2

�Sb

pr2dz �7�

where �Sb is the closed boundary curve of the blade at its juncture
with the hub. Because the BVF peaks are highly localized at very
narrow areas of the blade surface and have easily identifiable fa-
vorable or adverse effect on Mz, one’s attention in optimal blade
design can be well focused to these local areas.

Li and Guo �3� were the first to apply DMT-based theories to
diagnose axial compressor flows and thereby improve the rotor
blade design �see the review of Ref. �1��. On the one hand, they
specified f in Eq. �2� as the stagnation-pressure flux �to be defined
below�. Based on the data obtained by three-dimensional �3D� NS
simulation, these authors examined the distribution of all terms of
the transformed integrand on sectional planes at many z stations.
Similar to Eq. �3�, their numerical example showed that the dis-
tribution of azimuthal vorticity �� dominates the performances.

On the other hand, they applied Eq. �7� to analyze the effect of the
�pz distribution over the rotor blade surfaces on the axial moment.
With these two sets of local-dynamics information at hand, Li and
Guo �3� were able to redesign the blade geometry of a low-
pressure compressor to significantly enlarge its stall margin under
small flow-rate condition.

Having the aforementioned preliminary progress on the appli-
cation of DMT method in compressor flow, it is of great interest to
further explore the following questions.

1. Does the dominance of �� in compressor flows happen only
in specific situations, or as a generic phenomenon? If the
answer is the latter, what is the underlying physics?

2. After the most favorable �� distribution on sectional planes
is identified, can it be built into an optimal design procedure
as a key constraint?

3. After the most favorable �pz distribution over the surfaces of
blade, hub, and shroud is identified, can it also be built into
an optimal design procedure as a key constraint?

In this paper, we give positive answers to the first two ques-
tions, leaving the third question to a separate companion paper
�4�. The organization of the present paper is as follows.

First, we present a DMT-based theory �Sec. 2� to establish the
explicit link between the compressor performance and the local
dynamics. We then show that, given the kinetic energies associ-
ated with three velocity components, the distribution of azimuthal
vorticity indeed dominates the compressor performances generi-
cally, though approximately.

Second, we focus on the core region of the compressor flow as
sketched in Fig. 1, where the explicit viscous effect can be ne-
glected. This is the region where the inviscid and axisymmetric
through-flow design �TFD� procedure applies. We present a thor-
ough vorticity-dynamics analysis of this TFD model flow in Sec.
3. For an assumed viscous-force model that can preserve the roth-
alpy �5�, the optimal �� distribution implies a new constraint to
the TFD, of which the satisfaction determines the optimal blade
geometry under the considered approximation.

Third, we demonstrate the advantage of this new TFD proce-
dure by a numerical example �Sec. 4�, including the TFD of the
rotor blades and the posterior check of the performances by 3D
Reynolds-averaged NS �RANS� simulation. Some brief conclud-
ing remarks are made in Sec. 5.

2 Compressor Performance and Local Flow Struc-
tures

2.1 Modified Performance Measure for Local-Dynamics
Analysis. Throughout this paper, we consider steady viscous flow
of calorically perfect gas in an axial compressor. In engineering
community, the compressor performance is mainly measured by
the increment of the stagnation temperature and pressure,

T* = T�1 +
	 − 1

2
M2�, P* = p�1 +

	 − 1

2
M2�	/	−1

�8�

Specifically, let � be the fluid density, and Si with i=1,2 be the
cross planes at the inlet and exit of a compressor, respectively,
with axis along the z direction. Then the mass flux is

Q =�
S1

�uzdS =�
S2

�uzdS �9�

and the spatially averaged values of stagnation temperature T* and
stagnation pressure P* are defined using the mass-flux averaged
T* and P*, which may also be viewed as the T*-weighted and
P*-weighted mass-flux integrals normalized by Q:

Fig. 1 The sketch of the pipe flow and the partition. The flow is
along the z-axis and the vertical line denotes the cross plane S.
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T*i =
1

Q�
Si

�T*uzdS, P*i =
1

Q�
Si

�P*uzdS �10�

With these mean quantities, one takes the stagnation-pressure ratio
P*2 / P*1 and the adiabatic efficiency


 =
�P*2/P*1�	−1/	 − 1

�T*2/T*1� − 1
�11�

as the major measures of the compressor performance. The input
rate of work �Mz is also an important measure, of which the
optimization will be addressed in the companion paper �4�.

Now, like external-flow problems, in order to reveal the depen-
dence of the compressor performance on the local dynamics, we
need to transform the integrand of Eq. �10� by proper DMT so that
the new integrand can be reexpressed by local quantities naturally
appearing in the differential equations of mass, momentum, and
energy. To this end, it is convenient to replace mean stagnation
quantities, such as P*i and T*i, which do not appear in the viscous
dynamic equations, by their close analogies which do, as our
“modified” or “working” performance measures. In particular, in-
stead of P*, we will consider the stagnation-pressure flux �SPF�,

SPF =�
S

P*uzdS �12�

as a major modified performance. Here, P* can be easily related
to the static pressure p by the Taylor expansion of Eq. �8� for 	
=1.4, which converges for the local Mach number M �5:

P* = p +
1

2
��u�2�1 + f�M��, f�M� =

M2

4
+

M4

40
+ . . . �13�

where f�M�=O�M2� is a compressibility correction factor. Unlike
the sectional-plane integral of �P*uz, the integral of P*uz except
f�M� can appear in the integrated kinetic-energy equation, to
which the DMT can be effectively applied. Evidently, improving
SPF at the exit can increase both P

2
* / P

1
* �up to a factor of �� and

the ratio of P* to the reversible work on the fluid. Therefore, in
what follows, we will focus exclusively on the SPF, but in the
posterior check of the compressor performances, we will go back
to the stagnation-pressure ratio P

2
* / P

1
* and adiabatic efficiency

defined by Eq. �11�.

2.2 Local Flow Structure Influencing the Stagnation-
Pressure Flux. Following Li and Guo �3�, we now apply Eq. �2�
to transform the integrand of Eq. �12�. The result is more compli-
cated than Eq. �3� since not only the flow is compressible with
variable hub and shroud radii but also the integrand P*uz is more
involved than �uz. In addition to the appearance of �� as in Eq.
�3�, there appears a �P* /�r, which except f�M� can be replaced by
other terms in the radial component of the momentum equation.
After some algebra �for details see �6��, Eq. �12� is cast to

SPF =
1

2�
S

r2�P* + �uz
2���drd� −

1

2�
S

r2�u�uz�zdrd�

−
1

4�
S

r2uz�u�2
��

�r
drd� −

1

2�
S

r2��drd�

−
1

2�
S

r2P*
�ur

�z
drd� + Iisen �14�

where � collects all viscous terms and

Iisen = −
1

4�
S

uzr
2 �

�r
���u�2f�M��drd� �15�

is an integrated compressibility correction. Unlike Eq. �12�, Eq.
�14� explicitly reveals the local flow structures �represented by
vorticity peaks� and dynamic processes influencing the SPF. It is
from Eq. �14� that Li and Guo �3� found the dominance of r2�� to
the SPF from their specific numerical examples.

If the flow is steady and axisymmetric, the key mechanisms
influencing the compressor performance can stand out more
clearly and the asserted dominant role of �� can be generally
confirmed. In this case, Eq. �14� is simplified to �see Appendix A
for derivation�

SPF = ��
R1

R2

r2E2��dr − ��
R1

R2

r2E1
�ur

�z
dr −

�

2�
R1

R2

r2uzq
2��

�r
dr

− ��
R1

R2

r2��dr + Iisen �16�

where

E1�r,z� = P* −
1

2
�u�

2  0 �17a�

E2�r,z� = P* +
1

2
��2uz

2 − u�
2� = E1 + �uz

2  E1 �17b�

q2 = ur
2 + uz

2 �17c�

In particular, in the neighborhood of the exit sectional plane S2 of
the compressor, the shroud and hub are parallel to the z axis. Thus,
the flow is basically along that direction and one has

 �

�r
 �  �

�z
, �ur� � �uz�

Besides, the variation of the density, viscous effect, and the f�M�
term are relatively small. Therefore, it follows at once that generi-
cally the first term on the right-hand side of Eq. �16� is a major
contributor to SPF:

�SPF�exit � ��
R1

R2

r2E2��dr �18�

This expression verifies that the numerical finding of the domi-
nance of �� in the compressor performances �3� indeed reflects a
general phenomenon.

3 Vorticity Dynamics in Through-Flow Design
The TFD is an iterative procedure based on the inviscid, steady,

and axisymmetric flow model. In this procedure, the effects of
blades and entropy variation are mimicked by “blade body force”
and “viscous body force,” and the distribution of circulation
�swirl� �=ru� and the entropy gradient are prescribed as the input
of the TFD to start the numerical iterative solution of the Euler
equation. The vorticity components on the meridian plane are re-
lated to � by the kinematic relation

�r = −
1

r

��

�z
, �z =

1

r

��

�r
�19�

which ensures the solenoidal feature of the vorticity. The inviscid
nature of TFD makes it applicable to the core flow only, which is
precisely the concern of this paper. Thus, our analysis in this
section will be within the framework of TFD. The goal is to derive
an analytical condition for the optimal � distribution which,
through the aforementioned iteration, will in turn determine an
optimal blade geometry �via the ratio u� /uz� that can maximize
the SPF and minimize the viscous loss of the compressor flow.
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3.1 Optimal Distribution of ��. We start from an important
observation of Eq. �18�. In this relation, we can write

E2 = P* −
�

2

�2

r2 + �uz
2  0

where �2 /2r2 is to be optimized through the iteration procedure of
TFD. Then, if the boundary layers of the shroud and hub remain
fully attached, Eq. �3� indicates that the mass flux will be maxi-
mum, which will also maximize the axial kinetic energy �uz

2 /2.
Thus, in Eq. �18�, the maximum SPF and optimal E2 may be
simultaneously achieved, and the key here is to solely maximize
r2�� at each z station. As already seen in the context of Eqs. �3�
and �4�, this requirement is nothing but again the boundary layers
on the shroud and hub be fully attached even though a compressor
inevitably works under an adverse pressure gradient. According to
the partition of the cross section S into BL region SBL and core
region Score, one may impose an extremal condition

�r2���exit = minimal over the core region �20�

as a projective function in a variational calculus. In order to ease
our analysis to see more clearly the basic physics, here we follow
Eq. �4� to impose a much simpler but idealized condition that may
not be exactly achieved in real flow:

�� = 0 over the core region �21�

which, under the approximation of Eq. �18�, is equivalent to

�SPF�exit �
1

2�
SBL

rE2��dS = �SPFBL�exit, �SPFcore�exit = 0

�22�

Before we proceed, it is necessary to recall how �� is generated
and evolves in the flow field. In contrast to �r and �z, which are
solely determined by the � distribution, �� has two types of
physical origins. First and in full generality, as has been pointed
out in Sec. 1, for any viscous flow �including the limiting case
with �→0�, �� is created at the shroud and hub surface via the
azimuthal component of the BVF �5�. Since a detailed analysis of
the topics related to BVF and near-wall viscous flow is the subject
of the companion paper �4�, here we only stress that the boundary
creation of �� is inevitable, and one’s task is to optimally manage
the boundary layers under an adverse pressure gradient in com-
pressor’s working condition. Second, in the interior of the flow
�the “core flow”�, three mechanisms will produce ��: the tilting of
other vorticity components to the e� direction, a nonconservative
body force F, and the baroclinicity caused by entropy gradient.
These mechanisms are seen from the azimuthal component of the
vorticity transport equation �see Ref. �1�, Sec. 6.1�:

D

Dt
���

�r
� =

1

�r4

��2

�z
+

1

�r
�� � F�� +

1

�r
��T � �s�� �23�

where F is an axisymmetric body force per unit mass, T is the
temperature, and s is the specific entropy. In TFD, it is a common
practice to set F=FB+Fv, which mimic the effect of the rotor
blades that do work to the flow and the energy loss due to the
viscosity, respectively �for more discussion see the next section�.
By Eq. �19�, the first term on the right-hand side of Eq. �23�
represents the mechanism of �r tilting toward the azimuthal di-
rection. Note that, unlike the �� in the shroud and hub boundary
layers, in principle, the interior �� creation can be well controlled
to maximally reach the desired goal �20� or �21�.

3.2 ��-� Relation in Rothalpy-Preserving Flow. Because
the TFD has a �-distribution as input, to achieve an optimal TFD
that satisfies Eq. �20� or �21�, a key issue is to find an explicit
relation between the prescribed � distribution and its associated
�� field. We start from the Crocco equation with body force F
=FB+Fv as introduced in Eq. �23�:

� � u = − �H + T � s + F �24�

where

H = e +
p

�
+

1

2
�u�2 �25�

is the total enthalpy with e being the internal energy. Here, the
form of F and its splitting into FB and Fv inevitably contain some
arbitrariness. To be specific, we follow Damle �5� to set FB and Fv
normal and parallel, respectively, to the relative velocity W=u
−�re� viewed in the frame rotating with the rotor:

FB · W = 0, Fv = Fv
W

�W�
�26�

Besides, in our design, we set FBr=0. Then, by using Eq. �19�, the
component form of Eq. �24� reads

uz�� =
1

2r2

���2�
�r

−
�H

�r
+ T

�s

�r
+ Fr �27a�

W · �� = rF� �27b�

ur�� = −
1

2r2

���2�
�z

+
�H

�z
− T

�s

�z
− Fz �27c�

where use has been made of the fact that �f /��=0 for any f . On
the other hand, by Eq. �26�, the inner product of u and Eq. �24�
gives

W · �H = �rF� + W · �Fv + T � s�

Then by Eq. �27b�, we obtain

W · ��H − ��� = W · �Fv + T � s� �28�
Therefore, for inviscid and isentropic flow the well-known roth-
alpy conservation �7� follows at once:

H�r,z� − ���r,z� = H0 alone relative streamlines �29�

where H0 is the the total enthalpy of the incoming flow. The rate
of work done by the rotor to the fluid, per unit mass, is repre-
sented by ���r ,z�. For simplicity, we assume the that incoming
flow is a uniform axial flow such that H0 is constant. Since H0 is
uniform, before the trailing edge station zTE of the rotor, Eq. �29�
holds in space rather than only along the relative streamlines.

Now, note that Eq. �29� will still be saved for nonisentropic
flow, provided that a balance is assumed between the mean vis-
cous dissipation mimicked by W ·Fv and entropy advection:

W · Fv = − TW · �s �30�

Then combining Eq. �30� with Eqs. �24�, �26�, and �29�, one ob-
tains �5�

Fv = −
T�W · �s�

�W�
W

�W�
�31�

A unique advantage of this rothalpy-preserving viscous-force
model is that Eq. �29� permits an innovative ��-� relation. Actu-
ally, by using the above results, whenever H0 is uniform, from
either Eq. (27a) or (27c) and denoting A�r ,z�	�−�r2, one ob-
tains

r2�� =
1

Wz
�A

��

�r
+ r2T

�s

�r
+ r2Fvr�

=
1

Wz
�A

��

�r
+ r2T

�s

�r
�1 −

Wr
2

�W�2
� − r2T

�s

�z

WrWz

�W�2 � �32�

This equation establishes the exact relation between the �r ,z� dis-
tributions of r2��, �, and entropy gradient. While Eq. �23� de-
scribes a dynamic process by which the �r tilting generates ��

and in which �� /�z is important, Eq. �32� implies that once the
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flow is in a steady state the generated �� will mainly depend on
�� /�r and uz, which themselves depend on z.

3.3 Abel Equation of the Second Kind for Ideally Optimal
� Distribution. The approximate DMT-based expression �18� for
the the stagnation-pressure flux and the exact ��-� relation �32�
for the inviscid and axisymmetric model flow with rothalpy-
preserving viscous force are the major theoretical results of the
present paper. Indeed, the combination of Eq. �20� derived from
Eqs. �18� and �32� leads at once to an innovative constraint for
optimal blade design:

1

Wz
�A

��

�r
+ r2T

�s

�r
+ r2Fvr� = minimal �33�

Or, ideally, Eq. �21� implies an equation relating the optimal dis-
tributions of � and �s:

A
��

�r
= − r2�T

�s

�r
�1 −

Wr
2

�W�2
� − T

�s

�z

WrWz

�W�2 � �34�

This is a nonlinear first-order ordinary differential equation for
��r� with z being a parameter. It belongs to the Abel equation of
the second kind, having analytical solutions only if the source
terms have certain special algebraic dependence on r.

Note that the derivation of Eq. �34� has used all components of
the Crocco equation �24�. Thus, it is not independent of any of
these component equations nor the transport equation of ��, Eq.
�23�. Consequently, the Abel equation �34� is the only constraint
for determining the optimal ��r ,z�. In other words, if H0 is uni-
form, Eq. �34� is equivalent to the pair of Eqs. �27a� and �27c�
with ��=0, of which the vector form is

1

2r2����2� = ��H − T��s − F� �35�

where subscript � refers to the components on the meridian �r ,z�
plane. While our test indicates that in numerical computation it is
more convenient to use Eq. �35� as the constraint for optimal rotor
blade design, the Abel equation �34� for ��r ;z� can provide good
insight into the qualitative feature of this constraint and its solu-
tion behavior, which we discuss below.

First, the source terms on the right of Eq. �34� is solely from the
entropy gradient, of which the component �s /�r is normally domi-
nating in a compressor. A typical contour plot of this component
obtained by a 3D RANS simulation is shown in Fig. 2. We see
that �s /�r is significant only within the thin boundary layers of the
hub and shroud, which is away from the core region, and behind
the shock wave at the rotor cross sections, which is also quite
localized. Therefore, it would be natural to further ignore the en-
tropy gradient in the entire core region. Then by Eq. �34�, there is
either A=0 or �� /�r=0. The former implies that the fluid would
corotate with the blade, so the added work by the rotor could
merely produce radial and axial kinetic energies as well as change

the pressure distribution. This is certainly not efficient, and only
�� /�r=0 is the desired solution. Actually, assuming � be inde-
pendent of r was precisely the basis of constant circulation or
“irrotational” design used in the early development stage of TFD.

Under this simplified assumption, however, it is impossible to
obtain a nontrivial constraint for optimal rotor blade. Indeed, if the
r dependence of � is ignored for all r, then its z dependence
would be deduced from nowhere, but our TFD practice showed
that the z dependence of � dominates the blade performance �in-
cluding the entropy-gradient distribution� and has to be found op-
timally. This trouble can also be seen by retaining �� but ignoring
�� /�r in Eq. �32�, yielding

Wz�� = T
�s

�r
�1 −

Wr
2

�W�2
� − T

�s

�z

WrWz

�W�2
if � = ��z� �36�

so that the �� and the entropy gradient must coexist locally.
Therefore, if ��=0 in the core region, � has to depend on both r
and z to balance the entropy gradient. In fact, it is this �r ,z�
dependence of � that provides the chance to optimize the distri-
bution of both � and entropy gradient. Note that although in com-
pressor flows the radial velocity �Wr� is normally much smaller
than the magnitude of other two velocity components W� and Wz,
and ��s /�z� is much smaller than ��s /�r�, our numerical study in-
dicates that at the blade tip the effect of �s /�z is not negligible.

Second, as r varies, A=�−�r2 may change sign from positive
to negative or vise versa. However, this can only happen in the
region with zero entropy gradient, for otherwise Eq. �34� will be
violated, implying the appearance of a singularity beyond which
no solution can exist. An analysis on the possible appearance of
this singularity and the domain range where ��=0 is given in the
Appendix B for various cases. It is precisely this singularity inside
the core region, however, that implies a room for improving the
blade performance. By the iterative TFD procedure to be de-
scribed below, the singular point is pushed as much as possible to
R1 and R2 to maximize the zero-�� region. This must be associ-
ated with the weakening of the entropy-gradient peaks and/or nar-
rowing of its range.

4 Application to Compressor Design: A Numerical Ex-
ample

We now demonstrate the theoretical results developed in the
preceding section by using the TFD procedure �8,9� to design a
better rotor blade based on an old one. The performance of the
new rotor blade is then tested by the 3D RANS simulation.

4.1 Numerical Simulation. We have shown in the preceding
section that an optimal �-distribution should produce minimal ��
in the core region. We now apply this principle to the TFD simu-
lation. For numerical convenience we use Eq. �35� as the con-
straint for optimizing ��r ,z�, which is equivalent to Eq. �34� for
constant H0. On the right-hand side of Eq. �35�, quantities such as
H, T, and F are unknown before the flow field is solved. Thus, we
employ an iterative procedure to achieve the optimal design. That
is, every time after a TFD simulation is done, we use the flow
quantities and Eq. �35� to solve a ��r ,z� distribution. With this
new ��r ,z�, another TFD simulation is conducted. This iteration is
repeated until the procedure converges. The results represent an
optimal design in the core flow region.

In each TFD simulation, the axisymmetric Euler equation is
solved using the cell-centered finite-volume scheme with Runge–
Kutta time stepping proposed by Jameson et al. �10�, which is of
second-order accuracy in space. Second and fourth difference ar-
tificial dissipations are added to prevent numerical oscillation. To
accelerate convergence, local time step and residual smoothing are
used. Both the inflow and outflow are subsonic in this study. The
stagnation pressure, stagnation temperature, and two flow angles
arctan�ur /uz� and arctan�u� /uz� are prescribed at the inflow
boundary, and the static pressure is obtained using a first-order

Fig. 2 A typical �s /�r distribution on the meridian plane of the
compressor, obtained by a 3D rotor-only RANS simulation.
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space-extrapolation technique. At the outlet boundary, only the
static pressure is specified and the remaining four characteristic
variables, such as density and velocity vector, are calculated using
the aforementioned extrapolation technique. Besides, slip condi-
tion is imposed along the hub and shroud boundaries. Our TFD
scheme has been validated by the 3D RANS simulation of a tran-
sonic fan stage. All these TFD and 3D RANS numerical results
have previously been supported by our experiments, as reported in
Ref. �11�.

The performances of two rotors �without stators� before and
after the optimal TFD are tested using 3D RANS simulations by
the commercial software NUMECA on the same mesh shown in Fig.
3, with the one-equation S-A turbulence model. The dimension of
the mesh is 65�49�129 in circumferential, radial, and axial di-
rections, respectively, and there are 65�49�65 nodes in blade
passage. The cell width of the grid near end wall and blade surface
is set to ensure Y+ �normal distance in wall unit� to be about 5.

4.2 Optimization of � and Performances. In Fig. 4�a�, we
plot the initial � distribution in our axisymmetric TFD, which
linearly varies in both radial and axial directions. The optimized �
contour is shown in Fig. 4�b�. Here after, we shall refer the initial
and optimized designs to Designs A and B, respectively. One can
see that near the hub between the rotor and stator, the circulation
increases after the optimization. At the middle of the channel, the
radial variation of � becomes weaker, which is consistent with our
theoretical analysis. A similar behavior change can be found in the
3D RANS simulation, as shown in Fig. 5, though the �r ,z� depen-
dence of � is no longer linear even for the Design A. The con-
figuration of the blades are compared in Fig. 6 at two cross
sections.

The performance curves of two rotors computed by 3D RANS
are plotted in Fig. 7. Both the peak stagnation-pressure ratio and
efficiency of Design B are improved compared to Design A, and
Rotor B has a larger choke mass than A.

4.3 Azimuthal Vorticity and SPF. The following compari-
sons of SPF and azimuthal vorticity are to be made at the peak

efficiency points.
We have claimed that for an optimal � distribution, there

should be less �� in the core region, and the �� peaks should be
kept close to the hub and shroud surfaces. Figure 8 compares the
�� distributions obtained by 3D RANS for the two designs. One
can see that Design B has thinner boundary layer than A, attaching
more strongly to the shroud. The core region is thereby expanded.
These are what we wished in the optimized TFD.

A careful examination of the shroud boundary layers before and
after optimal design may illustrate how their thinning makes them
attached more strongly to the wall. The zoom-in plot of Fig. 8�a�
indicates that in Design A there is a thin recirculation layer with
���0 underneath the shroud boundary layer, unfavorable for the
latter to keep fully attached. This layer extends about five meshes
in wall-normal direction and is probably caused by the rotor tips.
For Design B, the recirculation layer shrinks to within one layer
mesh, and is much shorter in axial direction.

The approximate nature of TFD implies that in 3D RANS simu-
lation, one cannot really find a core region with ��=0 exactly.
Figure 8�b� shows that some new �� is produced in the middle
channel of Design B, for example, the ��0 near the hub at z

Fig. 3 3D computational mesh: „a… meridional plane mesh; „b…
tip-section mesh

Fig. 4 �-distributions in TFD procedure. Nondimensionalized
by rtip

�RT. „a… Initial � distribution; „b… optimal � distribution.

Fig. 5 Comparison of the radial distributions of � at the ro-
tors’ trailing edges of 3D simulations. The ordinates are nondi-
mensionalized by rtip

�RT, and the height of rotor blade. Solid
lines, Design A; dashed lines: Design B.
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�0.04. However, in the vorticity magnitude there is several order
smaller than that in boundary layers, having very minor effect on

the total SPF.
The ultimate purpose of controlling azimuthal vorticity �� via

prescribed ��r ,z� distribution in TFD is to improve the SPF given
by Eq. �14� in general and Eq. �16� for axisymmetric flow. In Eq.
�14�, the SPF integral consists of six terms. In Fig. 9, we plot the
z dependence of these terms along with the total SPF, from Ro-
tor’s leading edge to trailing edge. For both Rotors A and B, the
SPF increases smoothly, but from the total SPF curves alone, one
cannot identify any effect of local dynamic processes and struc-
tures. In contrast, the six constituents of the SPF integral �14� do
reflect local dynamics. Evidently, the �� term is indeed the main
contributor of SPF, in particular, as predicted before, at the exit
the SPF is almost solely from the �� term.

The magnitude of all other terms in Eq. �14� is much smaller
than the first term. The second term �axial vorticity�, third term
�radial variation of density�, and fifth term �axial gradient of radial
velocity� make negative contribution somewhere. The fourth term
�viscous term in the NS equation� is almost negligible. The sixth
term, the effect of f�M�, has only a small effect at the rear part of
the rotor.

In short, our theoretical assertion on the dominating role of ��
in SPF is reconfirmed. The SPF of Rotor B has a higher magni-
tude, see Fig. 9�a�. Figure 9�b� reveals that the �� term for Rotor
B is larger than Rotor A at region 0�z�0.05, which is exactly

Fig. 6 Comparison of the configuration of two rotors, with the
flow coming from lower left corner. Red solid, Design A; blue
dashed, Design B. „a… 9% blade-height sections; „b… tip
sections.

Fig. 7 Comparison of the performance curves of two rotors:
„a… Stagnation-pressure ratio; „b… efficiency

Fig. 8 �� distributions on the meridian plane of two rotors of
3D RANS, with the corresponding zoom-in plots. In the zoom-in
plots, the unit lengthes of ordinates are ten times larger than
those of the abscissas for clarity, and the color bands are
larger than the whole field plots. The computational meshes
are also shown by the gray lines. „a… Design A; „b… Design B.
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where Rotor A produces negative �� below the shroud boundary
layer, as shown in Fig. 8�a�. Figures 9�c�–9�g� show that the dif-
ferences in other terms between the two rotors are relatively
small.

These comparisons indicate that Design B has better �� distri-
bution, which indeed produces larger mass flux Q and the ratio
P

2
* / P

1
* than Rotor A, as shown by the performance curves in Fig.

7. Therefore, the goal of optimized TFD with constraint �34� or
�35� is achieved.

5 Conclusion
The present work provides a vorticity-dynamics explanation of

the underlying physics in compressor flow, along with flow diag-
nosis in terms of local dynamic processes and flow structures. A
natural working criterion of the compressor performance, say, the
SPF derived from the energy equation, is introduced for local-
dynamics analysis and transformed to a form by DMT to exhibit
the crucial flow structures. The most important structure is the
azimuthal vorticity. The two kinds of ��-creation mechanisms in
the compressor, its creation inside the flow and its BVF at the
solid walls, deserve careful analysis and control. For a simplified
model in TFD, a simple ��-� relation is found when the body-
force model can preserve rotary enthalpy. This relation leads to a
new constraint in optimal TFD procedure for enhancing SPF and
the uniformity of the total enthalpy. The optimal TFD scheme is
exemplified by the improvement of rotor performance. The results
are further confirmed by the 3D RANS simulations.
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Nomenclature
�r ,� ,z� � the cylinder coordinates with z the axial direc-

tion; when used as subscripts denote the corre-
sponding components of a vector

er ,e� ,ez � unit vectors of cylindrical coordinates
e � internal energy

n � unit normal vector of a surface, pointing out of
the fluid if at a flow boundary

p � static pressure
q � velocity magnitude on the meridian plane, q2

=ur
2+uz

2

s � specific entropy
u � velocity vector in inertial frame of reference
	 � the ratio of specific heats

 � adiabatic efficiency
� � density
� � boundary vorticity flux vector
� � vorticity vector
F � body force
H � total enthalpy
M � local Mach number
P* � stagnation pressure
Q � mass flux
T � temperature

T* � stagnation temperature
W � relative velocity vector in the frame of refer-

ence rotating with the rotor, W=u−�re�

S1 ,S2 � cross plane at compressor inlet and exit,
respectively

� � circulation
� � angular velocity of the rotor

SPF � stagnation-pressure flux

Appendix A: The Proof of Equation (16)
For axisymmetric flow, we use �=ru� and Eq. �19� to rewrite

the sum of the second and third integrands on the right-hand side
of Eq. �14�:

1

2
r2�u�uz�z +

1

4
r2uz�u�2

��

�r

=
1

4
� ���uz�

2�
�r

− �2uz
��

�r
− ��2�uz

�r
+ r2uz�u�2

��

�r
�

=
1

4
� ���uz�

2�
�r

+ r2uzq
2��

�r
� +

1

4
��2��� −

�ur

�z
� �A1�

Substituting Eq. �A1� into Eq. �14� and grouping similar terms
yield

Fig. 9 Term-by-term comparison of SPF of Rotors A and B. Notice the scales of ordinates. Solid lines, Design A; dashed lines,
Design B. „a… Total SPF, „b… the �� term in Eq. „14…, „c… −„�Wr2�u�uz�zdrd�… /2, „d… −„1/4�Wr2uz�u�2�� /�rdrd�… /4, „e…
−„�Wr2��drd�… /2, „f… −„�Wr2P*�ur /�zdrd�… /2, and „g… Iisen.
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SPF =
1

2�
S

r2E2��drd� −
1

2�
S

r2E1
�ur

�z
drd� −

1

4�
S

r2uzq
2��

�r
drd�

−
1

2�
S

r2��drd� + Iisen −
1

4�
S

���uz�
2�

�r
drd� �A2�

where E1, E2, and q are defined in Eq. �17�.
In axisymmetric flow, all scalar quantities are independent of �,

thus their integrations over � simply causes a factor 2�. The last
integral in Eq. �A2� can then be further integrated over r and
vanishes due to the nonslip condition at the hub and shroud.
Hence, Eq. �A2� leads to Eq. �16�.

Appendix B: The Solvability Range of the Abel Equa-
tion

Consider an Abel equation with �=1 and a general source
function f�r�:

A�r����r� = − f�r�, A = � − r2 �B1�

Here, the parabola �=r2 or A=0, denoted by L, is a singular line:
If the solution curve ��r� ��−curve� touches L at r0, then Eq.
�B1� can no longer hold unless f�r0�=0. We examine the behavior
of the �-curve as r approaches an assumed singularity at r0. There
are four possible cases.

�1� Assume f 0 and A�0 as r increases toward r0. Then at a
neighboring point r=r0−� with positive ��1, there is

A�r� = − �A0� = − ���0� − 2r0� � 0, A�� = − ��0���0� − 2r0�

+ O��2�

where there must be �0�2r0 �� increases faster than solid
rotation�. At this r, Eq. �B1� can be simplified to

���0�
2 − 2r0�0�� − �f0 − �f0�� = 0

This yields

�0� = r0 � �f0/� + r0
2 − f0� = � �f0/� + O�1� �B2�

where the negative sign should be dropped. Therefore, as r
approaches r0 or �→0, � runs up and hit L with singularly
increasing slope.

We then assume � has gone across L such that at r=r0
+�, there is

A�r� = �A0� = ���0� − 2r0�  0, A�� = ��0���0� − 2r0�

+ O��2�

where since f00, there should again be �0�2r0. Then
Eq. �A1� becomes

���0�
2 − 2r0�0�� + �f0 + �f0�� = 0

which yields

�0� = r0 � �− f0/� + r0
2 − f0� = � i�f0/� + O�1� �B3�

Thus, no real root exists, contradicting the assumed A0.
Hence, the �-curve cannot really cross L but only stick to
it, making the left-hand side of Eq. �B1� vanish. This, how-
ever, implies that Eq. �B1� has no solution for rr0.

�2� Assume f �0. Then Eq. �B1� implies that if A�r0−��0,
there must be �0�2r0, and vise versa if A�r0−���0. In
both cases, as r increases toward r0, the �-curve will move
away from L, and hence no singularity can exist at r0.

�3� Assume f �0 but r decreases toward r0. Then the singular-
ity exists and the solution will behave the same as Case �1�
with f 0 and r increases toward r0. Namely, no solution
exists for r�r0.

�4� Assume f 0 but r decreases toward r0, then like Case �2�
no singularity can occur.
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Mixing Flow Characteristics in a
Vessel Agitated by the Screw
Impeller With a Draught Tube
The circulating flow in a vessel induced by rotating impellers has drawn a lot of interests
in industries for mixing different fluids. It used to rely on experiments to correlate the
performance with system parameters because of the theoretical difficulty to analyze such
a complex flow. The recent development of computational methods makes it possible to
obtain the entire flow field via solving the Navier–Stokes equations. In this study, a
computational procedure, based on multiple frames of reference and unstructured grid
methodology, was used to investigate the flow in a vessel stirred by a screw impeller
rotating in a draught tube. The performance of the mixer was characterized by circula-
tion number, power number, and nondimensionalized mixing energy. The effects on these
dimensionless parameters were examined by varying the settings of tank diameter, shaft
diameter, screw pitch, and the clearance between the impeller and the draught tube. Also
investigated was the flow system without the draught tube. The flow mechanisms to cause
these effects were delineated in detail. �DOI: 10.1115/1.2903815�

1 Introduction

The process of fluid mixing is commonly used in industries. To
blend different fluids, a vessel is equipped with a rotational im-
peller. A swirling flow, i.e., a flow rotating about the vessel axis, is
generated by the impeller. The function of the impeller is to en-
sure transport of a fluid element to anywhere in the tank. In order
to fulfill this objective, axial vortices, i.e., loop flows circulating
from the top region of the tank to the bottom region, must be
induced. Thus, the flow in the tank is inevitably three dimensional.
The contact surfaces between different fluids are then deformed
by the three-dimensional flow. Since different fluid materials are
mixed in the interface layer via molecular diffusion, the deformed
and, thus, elongated contact surface leads to the enhancement of
fluid mixing.

For low-viscosity fluids, the most commonly used impellers are
the disk-type flat blade turbines and the pitched-blade turbines �1�.
The low viscosity of the fluids and the smaller size, compared
with the tank, render the turbine impellers suitable for high-speed
rotation, which makes the flow field turbulent. Turbulent flows are
helpful in fluid mixing because the contact surfaces between dif-
ferent fluids are greatly wrinkled by the turbulence fluctuations. At
higher viscosities, these impellers lose their effectiveness due to
the difficulty to achieve high shear conditions because large power
consumption is demanded. Instead, helical ribbon impellers or
screw impellers, rotating at low speeds, are preferred.

The screw impeller, despite its small diameter, produces signifi-
cant secondary circulation when incorporating a draught tube and
is the main concern of the present study. This mixer works in a
similar manner to the screw extruder. However, the former func-
tions to maximize pumping flow with a low pressure increase,
whereas the latter works to maximize pressure rise with a low
pumping capacity. In the past, most analyses of the pumping flow
in the screw mixer are based on an analogy to the extruder. As
seen in Refs. �2,3�, the flow in a tube pumped by a screw can be
mainly divided into a drag flow qd and a pressure flow qp,

q = qd − qp �1�

The drag flow qd resulting from the relative motion between the
screw and the casing is a forward flow in the positive direction of
the axis. It was treated as a fully developed flow between two
parallel plates with one plate moving at the rotational speed to
drive the fluid flow, which is similar to the well-known Couette
flow. When the screw pump operates, pressures builds up in the
pump, resulting in a high pressure at the outlet. The adverse pres-
sure gradient brings about a back flow in the negative direction of
the axis. This pressure flow qp can be analyzed by assuming a
Poiseuille flow between the plates.

The above simple models were also used to estimate power
requirements. The power consumed by the drag flow is obtained
via calculating the internal heat generation due to viscous dissipa-
tion. Both the flows in the channel direction and in the transverse
direction need to be taken into consideration in estimating the
energy dissipation. For the pressure flow, the power required is the
power expended as flow energy in raising the pressure of the fluid,
which is equal to the product of the pressure rise in the screw
pump and the maximum pumping flow rate corresponding to zero
pressure gradients.

For the pressure flow, the pressure rise between the inlet and the
outlet of the screw pump needs to be known. In general, the pres-
sure rise is determined from experiments. However, Sykora �4�
used the frictional loss in the flow through the annular span be-
tween the draught tube and the tank to estimate this pressure rise.
To account for the effects of the side walls and the curvature of
the flow channel in the pump at low helical angles, shape factors
were introduced �2,3�.

In the past, most studies were done to correlate three key char-
acteristic parameters �power number, mixing time, and circulation
number� to geometric parameters, such as the tank diameter, the
length of the screw, the pitch of the impeller, and the width of the
impeller blade �4–10�. These correlations were expressed in di-
mensionless form to generalize their applicability. When geomet-
ric configurations are fixed, the dependence of the three charac-
teristic parameters on the rotational speed of the screw impeller
�n� or the Reynolds number �Re� can be summarized for Newton-
ian fluids as

NP Re = const �2�
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NQ = const �3�

�mn = const �4�

where NP is the power number, NQ the circulation number, and �m
the mixing time. These relationships are valid for Re�20. For
higher Reynolds numbers, the results of Carreau et al. �11� re-
vealed that mixing time gradually decreases with Reynolds num-
ber. They also found that

Np Re

NQ
= const �5�

The circulation number increases from the value at low Reynolds
numbers with increasing Re to eventually attain another constant
value. It was concluded by them that the ratio of the mixing time
to the circulation time �the time for the flow to complete a circu-
lation loop in the vessel� is a constant.

In view of the above review, despite the fruitful achievement in
relating the screw mixer performance to the system configuration
settings, details about the flow field were not delineated in these
experimental works and the simple analytical models cannot por-
tray the flow field precisely. Mathematical methods, which solve
the Navier–Stokes equations, give complete pictures of velocity
and pressure fields and are thus useful to analyze the flow. Al-
though they have already been widely employed in industrial ap-
plications, their use in simulating the screw mixer is very limited.
As far as we are aware, only Kuncewicz et al. �12� adopted a
numerical method to study the effects of the tank diameter and the
pitch of the screw impeller on the mixer performance. In their
simulations, the flow field was simplified by assuming it to be two
dimensional. The action of the rotating impeller on the flow is
realized by imposing a form drag force and a frictional drag force
onto the momentum equations �13�. Two empirical coefficients,
characterizing the two forces, need to be specified. Recently, the
present authors developed a three-dimensional computational
method, which is based on a fully conservative finite volume
method and incorporates unstructured grid techniques. Multiple
frames of reference were employed to tackle the rotation of the
impeller. This method had been successfully used in the simula-
tion of the vacuum pump of the Holweck type �14� and the mixer
with pitched-blade turbines �15�. In this study, it is employed to
examine the effects of various geometric parameters on the screw
mixer with a draught tube.

2 Mathematical Method
A schematic sketch of an agitated system with a screw impeller

together with a draught tube is shown in Fig. 1. For numerical
calculations, the draught tube is divided into an inner part and an
outer part. The outer part covers the clearance region between the
impeller blade and the inner wall of the tube. In this clearance
region and the bulk region outside the draught tube, the frame of
reference is stationary. A rotational frame is imposed on the inner
part of the tube to allow the blade of the impeller to sweep across
this region. The flow field in the agitated vessel is assumed to be
quasisteady, implying that the screw impeller is frozen at a spe-
cific position. The governing equations in the rotational frame can
then be cast into the following form:

���U
j
* − U

gj
* ��

�x
j
* = 0 �6�

���U
j
* − U

gj
* ��U

i
* − U

gi
* ��

�x
j
* = −

�p*

�x
i
*

+
1

Re

�

�x
j
*� ��U

i
* − U

gi
* �

�x
j
* �

− �mni�mU
gn
* − 2�mni�m�U

n
* − U

gn
* �

�7�
The above equations are expressed in dimensionless form in

which the coordinates, velocities, and pressure are normalized as

x
j
* =

xj

d
, U

j
* =

Uj

nd
, p* =

p

�n2d2 �8�

where d is the diameter of the impeller, n the rotational frequency,
and � the density of the fluid. The Reynolds number Re is defined
as �nd2 /�, where � is the molecular viscosity of the fluid. U

j
*

−U
gj
* represents the flow velocity with respect to the moving grid

and U
gj
* =� jpq�px

q
* is the velocity of the moving grid rotating with

the impeller. � j�=2�nej� is the angular velocity of the impeller.
The effects of the rotational frame are represented by the body
forces given in the last two terms in the momentum equation,
corresponding to the centrifugal force and the Coriolis force. In
the stationary frame of reference, the grid velocity U

gj
* =0 and the

body forces are dropped.
There is a need to have a comprehensive tool to handle various

flow configurations encountered in industries. To meet this re-
quirement, the authors have developed a general code in recent
years such that the flow with irregular boundaries can be ana-
lyzed. The analytic tool is based on a fully conservative finite
volume method applicable to unstructured grids, which are made
of polyhedrons with arbitrary geometric topology. This method is
briefly described in the following.

The transport equations are first integrated over a control vol-
ume which, in principle, can be of arbitrary geometry. With the
aid of the divergence theorem, the volume integrals of the con-
vection and diffusion terms are transformed into surface integrals.
It is followed by the use of midpoint rule to yield discretization
form

�
f

��U� − U� g� f · s� f�� f = �
f

1

Re
� � f · s� f + q	v �9�

where the subscript f denotes the face values, s� f is the surface
vector of the considered face, and � represents the components of

the relative velocity �U� −U� g�. The last term in the equation repre-
sents all the terms apart from the convection and diffusion terms.
The summation is taken over all the faces of the control surface.

Fig. 1 A sketch of the mixing system
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The convective value � f through each face is approximated by
a high-order scheme,

� f = �UD + 
����UD · �� �10�
where the superscript UD denotes the value evaluated at a node

upstream of the face under consideration and �� is the distance
vector directed from the upwind node to the centroid of the face.
In the equation, 
 is a blending factor falling in the range between
0 and 1. For a value of 0, it simply degenerates into the upwind
difference scheme. For 
=1, the scheme is second order accurate.
In the present calculations, a value of 0.9 is assigned to 
.

The diffusive flux is further modeled by the following approxi-
mation:

1

Re
� � f · s� f =

1

Re

sf
2

��PC · s� f

��C − �P� +
1

Re
�� f · �s� f −

sf
2

��PC · s� f

��PC�
�11�

where �see Fig. 2� the subscripts P and C denote the principal and

the neighboring nodes sharing a common face f , and ��PC is a
distance vector connecting these two nodes. The face gradient
�� f is obtained via interpolation from the gradients at the two
nodes.

In solving the discretized transport equations, the first terms on
the right-hand side in Eqs. �10� and �11� are implicitly treated,
while the second terms in the equations are tackled in an explicit
manner using the deferred-correction procedure. It also needs to
be noted that the computational molecules for the nodes in one
frame immediately adjacent to the interface between the two ref-
erence frames include nodal points in the other frame. To correctly
evaluate the momentum flux transported through the interface, the
velocities at these neighboring nodes must be transformed onto
the frame where the considered node is located.

After solving momentum equations, the resulting velocities
must be adjusted, and the prevailing pressure must be upgraded in
a way that the continuity equation is satisfied. The enforcement of
conservation of mass results in a pressure-correction equation.
The discretized momentum equations and the pressure-correction
equation are sequentially solved in an iterative manner. Iterations
are performed to account for the nonlinearities, the coupling be-
tween velocities and pressure, and the deferred-correction terms
mentioned above. More details about the method can be found in
Refs. �14,16�.

3 Results and Discussion
A drawing of the mixing system with a screw-in-a-tube agitator

is given in Fig. 1. A benchmark configuration of the mixing sys-
tem has a screw impeller with diameter d=126 mm and length
h=1.5d. The diameter D and the height H of the agitated tank are
D=H=2.3d. The screw impeller has a shaft of diameter dS
=0.254d and a clearance C=0.05d. The pitch of the screw impel-
ler is S=0.6d. The width of the screw blade W is equal to �d
−dS� /2, and the distances between the impeller and both the top

and the bottom of the tank are h1= �H−h� /2. The impeller rotates
at a speed of 59 rpm, which is equivalent to a Reynolds number of
1.52.

To generate unstructured grids, the computational domain is
first divided into 80 blocks. In each block, an algebraic method is
used to create a suitable grid. After the grids for all the blocks are
constructed, the grid nodes are readdressed. An example of the
resulting mesh is presented in Fig. 3. To examine grid effects on
the mixing flow performance, grids with about 120,000, 200,000,
300,000, and 380,000 cells have been tested. It was found that the
power number �defined by Eq. �14�� gradually increases with the
cell number from 287 to 301.6. However, the difference between
the two finest grids is only 0.4%. The circulation number �defined
by Eq. �12�� is less sensitive to the choice of grid. It varies from
0.196 for the coarsest grid to 0.193 for the other grids. In the
following, the grid with about 380,000 cells is adopted for calcu-
lations. The no-slip conditions are imposed on all the surfaces of
the system. The flow in the vessel is assumed to be motionless as
the initial condition.

The flow field, illustrated in Fig. 4, shows that fluid is drawn by
the rotating impeller into the draught tube from the upper opening
and emerges from the bottom end, followed by an upward flow
outside the tube to complete a circulation loop. To validate the
methodology, calculations have been conducted to compare with
the measurements of Seichter et al. �8� and Seichter �9�. In the
experiments, the liquids to be mixed were solutions of starch
syrup in water, which exhibit a Newtonian behavior. The flow
velocities were measured using a thermal resistor. To measure the
torque, the mixing vessel was placed on a turntable. The torque
produced by the rotating impeller was transmitted to a silon thread
and compensated on a desk balance. There are two major differ-
ences between the experiments and the simulations. One is that
the thickness of the impeller is not given in the experiments.
Therefore, a guessed value for the thickness was used in simula-
tions. The other is the upper surface of the flow in the vessel,
which is open to air. However, it is assumed to be a solid wall in
calculations. A comparison of the axial velocity in the annular

Fig. 2 Illustration of a principal node and a neighboring node
with a common face

Fig. 3 A computational mesh
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region outside the tube at the midheight plane is shown in Fig. 5.
Three rotational speeds, corresponding to Re=0.92, 1.26, and
1.52, were under consideration. Since the thickness of the impeller
blade was not clear, three values, corresponding to t=1 mm,
5 mm, and 8 mm, were chosen to test its effects. It is obvious
from the figures that the larger the blade thickness, the lower the
flow rate. Both the experiments and the predictions indicate that
the flow in the annulus approaches a fully developed state with the
velocity close to a parabolic profile. A further comparison between
predictions and measurements for Re=1.52 is given in Table 1 in
which the circulation number NQ and the power number N

P
* are

shown. The corresponding NQ and N
P
* for Re=1.26 and 0.92 are

almost the same as the values listed in Table 1 due to the fact
these numbers are independent of the Reynolds number, as seen
from Eqs. �2� and �3�. For the largest thickness case, the predicted
NQ is close to the experimental data, but the predicted N

P
* is too

high. For t=5 mm, the predicted N
P
* is in good agreement with the

measurements and the predicted NQ is only about 8% higher.
Therefore, 5 mm of blade thickness, being about 4% of the im-
peller diameter, is used throughout the following results.

The performance of the mixer is characterized in terms of three
dimensionless parameters: circulation number NQ, power number
N

P
*, and energy of mixing E.
The circulation number is defined by

NQ =
Q

nd3 �12�

Here, Q is the volumetric flow rate through the draught tube. It is
exactly the same as the flow rate in the annulus outside the tube
due to mass conservation.

The power number is usually given as

NP =
P

�n3d5 �13�

where P is the power consumed by the impeller. The power re-
quired to drive the impeller can be divided into two parts: one due
to the pressure force acting on the impeller blade and the other
due to the frictional force acting on the surfaces of the blade and
the shaft. This power number is a function of Reynolds number.
Another form of the power number can be expressed by

N
P
* =

P

�n2d3 �14�

These two expressions are related by

N
P
* = NP Re �15�

As seen from Eq. �2�, N
P
* is a constant for low Reynolds numbers.

A criterion to evaluate the effectiveness of the mixer is the
energy of mixing E nondimensionalized as �12�

E =
P�m

�nd3 �16�

where �m is the time needed for the mixing process to reach a
homogenization state. To estimate the mixing time, unsteady flow
simulations must be undertaken, which require large computa-
tional time. Alternatively, we can use the circulation time instead
of the mixing time because it was observed that the time required
for mixing is proportional to the time required for circulation �11�.
The circulation time is given by

�c =
	V

Q
�17�

where 	V is the volume of the considered tank. By substituting
4�c into Eq. �16� to replace �m �11�, we can redefine E as

Fig. 4 Typical flow field

Fig. 5 Comparison of predicted and measured axial velocities
in the annular region outside the tube

Table 1 Comparison between predicted and measured circu-
lation numbers and power numbers for different blade
thicknesses

t=1 mm t=5 mm t=8 mm Expt.

NQ 0.204 0.193 0.183 0.178

N
P
* 242.6 301.6 341.6 306.1
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E = �
N

P
*

NQ

�H

D
��D

d
�3

�18�

It is noted that in the equation, N
P
* /NQ represents the power re-

quired per unit of circulating flow. It can be used as an indicator
for pumping effectiveness �15� but is not suitable for mixing ef-
fectiveness because the geometric size of the tank needs to be
taken into account in the mixing process.

3.1 Effects of Tank Diameter. To examine the influence of
the relative size of the stirred tank to the impeller, the diameter of
the tank is gradually enlarged, while those of both the screw im-
peller and the draught tube remain unchanged. Its effects on the
pumping capacity, power consumption, and mixing effectiveness
are illustrated in Figs. 6�a�–6�c�. In the figures, two sets of calcu-
lations corresponding to cases with a constant impeller shaft
�ds /d=0.254, where d is fixed� and a variable shaft �ds /D=0.11�
are presented. In the constant shaft case, the pump configuration is
fixed, while the pump shaft diameter ds will be increased with the
enlarged tank in the variable shaft case. The inclusion of the latter
is simply used to compare with the experiments of Seichter et al.
�8� and the predictions of Kuncewicz et al. �12� because there are
no data available for the former case for comparison. Considering
the case with a fixed shaft, for small values of D close to d, the
circulating flow rate NQ is small because of the great frictional
resistance of the narrow passage between the draught tube and the
tank wall. The flow rate quickly builds up when the annular space
is enlarged to D /d=2.3, followed by leveling off to a value of
NQ=0.35. Theoretically, the power number N

P
* is maximized as

the tank diameter is reduced to the tube diameter because a very
high pressure gradient is generated, but without any fluid flow.
When the tank diameter is increased, the power requirement de-
creases sharply and then N

P
* reaches nearly a constant value of

225 after D becomes larger than 2.3d. Also shown in Fig. 6�b� are
the two parts of power number due to the pressure force �N

P,p
* �

and the frictional force �N
P,f
* �. For small tank diameters, N

P,p
*

quickly decreases and N
P,f
* gradually increases. Both are attributed

to the release of the flow in the annular region as D /d increases.
At large diameters, power consumption is mainly attributed to the
frictional loss, which is about three times the pressure loss. Figure
6�c� illustrates that the energy required for mixing is reduced first
and then quickly increases when the tank is enlarged. There exists
a minimum point at D /d=2. This value is smaller than the value
of 2.3 at which the circulating flow rate becomes nearly a maxi-
mum and the power consumption a minimum. The results can be
understood in view of Eq. �18� in which the mixing energy is
proportional to D3.

For the variable shaft case with ds /D=0.11, the flow channel in
the draught tube is narrowed as the shaft diameter increases with
the enlarged tank, resulting in a reduction in NQ and an increase in
N

P
* when D is greater than 2.3d. A similar trend for NQ can be

found in the results of Kuncewicz et al. �12�. However, the power
number N

P
* increases with increasing D in the present calculations

for D greater than 2.3d but continues to decrease in the calcula-
tions of Kuncewicz et al. It will be shown in Sec. 3.2 that an
increase in shaft diameter will cause an increase in frictional force
on the shaft surface, which leads to a large frictional loss. There-
fore, the predictions of Kuncewicz et al. are not reliable. The
cause of the decreasing behavior is thought to be due to their
calculation procedure. As mentioned in the Introduction, in their
two-dimensional calculations, two drag coefficients need to be
specified to account for the action forces by the impeller. These
coefficients were determined by some pilot tests to fit the experi-
mental data and then used throughout the rest of the calculations.
It is conjectured that these coefficients may require adjustment for
the cases with large D /d. This may explain why their results have
a good agreement with the measurements at low values of D /d.

The experimental data of Seichter et al. �8� are also included in
the figures. There exist some differences between the present
predications and the measurements. It needs to be emphasized that

Fig. 6 Variation of „a… circulation number, „b… power number,
and „c… mixing energy against tank diameter D
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the simulation cannot completely mimic the experiments. As dis-
cussed above, the thickness of the impeller blade and that of the
draught tube were not clear in the experiments.

3.2 Effects of Shaft Diameter. As seen in Fig. 7�a�, the cir-

culating flow rate is reduced by enlarging the shaft. This is not
unexpected because the height and, thus, the cross-sectional area
of the flow channel in the tube decrease. The power number,
shown in Fig. 7�b�, remains almost a constant until ds /d=0.6,
followed by an increase. It is seen in the figure that the increase in
the power number at large shaft diameters is due to the increase in
frictional loss �N

P,f
* �. The enlarged shaft causes an increase in the

surface velocity and a reduction in the channel height. As a con-
sequence, the shear stress in the channel is increased, which is
evidenced in view of the radial variation of circumferential veloc-
ity V� shown in Fig. 8. Since the shaft surface area also increases
with the shaft diameter, the frictional loss is greatly increased at
large diameters. The required mixing energy, as shown in Fig.
7�c�, gradually increases for low values of dS until dS /d=0.6. It is
then followed by a rapid increase.

3.3 Effects of Impeller Pitch. A schematic drawing of the
flow channel formed by the impeller blade and the draught tube is
deployed onto a plane, as shown in Fig. 9, in which the clearance
between the impeller and the tube is neglected. The length of the
channel for one revolution of impeller blade is given by L
=S /sin , where  is the helical angle. The flow in the channel
can be regarded as being driven by the internal wall of the tube
moving in a direction opposite to that of the rotation. This moving
wall velocity �Vw� can be divided into two components: one in the
channel direction �Vw cos � and the other in the transverse direc-

Fig. 7 Variation of „a… circulation number, „b… power number,
and „c… mixing energy against shaft diameter ds

Fig. 8 Distribution of circumferential velocity along the radial
direction in the draught tube for different shaft diameters

Fig. 9 A schematic drawing of the flow channel inside the
draught tube
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tion �Vw sin �. A pressure rise between the inlet and the outlet is
built up by the channel-direction flow and a pressure difference
between the side walls by the transverse flow. These two pressure
differences are related by considering the axial component of the
force balance over the entire channel,

�pout − pin�Az = �pp − ps�As cos  − Fz �19�

where pin and pout are the pressures at the inlet and the outlet, pp
and ps are the pressures at the pressure side and the suction side,
Az is the cross-sectional area, As is the sidewall area, and Fz is the
axial component of the frictional force exerted on the channel
walls. In the equation, the momentum difference between the inlet
and the outlet is neglected. It is obvious that the pressure differ-
ence between the sidewalls is linearly related to the pressure rise
through the draught tube. As an illustration, the pressure contours
distributed on the impeller shaft are presented in Fig. 10. The
dimensionless average pressures at the inlet and exit of the tube
are pin=91.6 and pout=100.8, while those on the two sides of the
blade are pp=104 and ps=87.9. As a result, the pressure rise
through the tube is pin− pout=9.2 and the pressure difference be-
tween the two blade sides is pp− ps=16.1. It is noted that there
exists a high pressure zone at the leading edge of the blade at the
entrance and a low pressure zone at the trailing edge at the exit.
Near these two regions, reversed flows may result. However, its
effect on the primary flow structure is insignificant.

The pitch, or the helical angle , has two opposite effects on the
flow. As seen in Fig. 9, by decreasing the helical angle, the veloc-
ity component of the moving wall in the channel direction is in-
creased, being helpful to the fluid flow. However, the channel is
narrowed and lengthened, resulting in greater frictional resistance.
Hence, there exists an optimum pitch value for maximum flow. It
is observed in Fig. 11�a� that this optimum value holds at S /d
=1.5 in the present computations. For the two limiting cases with
=0 deg and 90 deg, i.e., S /d=0 and �, there is no flow through
the draught tube because in the former the impeller degenerates
into a rotating cylinder, whereas in the latter the impeller blade
becomes vertical. For the rotating cylinder case, a large amount of
power is required to overcome the great frictional resistance that
is prevailing. As shown in Fig. 11�b�, the power requirement
quickly decreases first, followed by leveling off to a constant
value. When S is greater than 1.5d, the constant value of N

P
* is 226

for S /d=�. It is also shown in the figure that the pressure part of
the power number N

P,p
* gradually approaches 226 while the fric-

tional part N
P,f
* gradually approaches zero. For the limiting case of

the vertical blade, transverse flow prevails in the draught tube,

which generates large pressure difference between the two side-
walls. The variation of mixing energy in Fig. 11�c� shows that the
most efficient mixing occurs when S /d=1.5.

Fig. 10 Pressure distribution on the impeller shaft from two
different view angles

Fig. 11 Variation of „a… circulation number, „b… power number,
and „c… mixing energy against screw impeller pitch S
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Compared with the measurements of Seichter et al. �8�, the
agreement is reasonably good. However, the calculations of
Kuncewicz et al. �12� showed that both NQ and N

P
* are much

larger than the present predictions for high values of S. These
overpredictions are believed to be due to the drag coefficients
used in their model. However, despite the large differences in NQ
and N

P
*, the two calculations yield a close agreement in predicting

the mixing energy E.

3.4 Effects of Clearance Gap. It was discussed that a pres-
sure difference is generated between the two sidewalls by the
transverse flow, as seen in Fig. 9. The sidewalls represent the two
faces of the impeller blade. In practical applications, a passage,
i.e., a clearance gap, exists to connect the two sides. Due to the
existing pressure gradient, part of the fluid flows through the
clearance from the pressure side to the suction side. This flow
leakage causes a decrease in the sidewall pressure difference and,
in turn, a decrease in pressure rise in the flow channel because
they are related, as seen in Eq. �19�. Consequently, the circulation
number NQ, the power number N

P
*, and the mixing energy E de-

crease with increasing clearance C, which are shown in Figs.
12�a�–12�c�. It is seen from Fig. 12�b� that the clearance has a
significant effect on the frictional force and, thus, the power con-
sumption when the clearance is very small.

3.5 Effects of Draught Tube. A comparison has been made
on a system with and without a draught tube by gradually increas-
ing the tank size. It is known that without a tube, a surface vortex
may be formed due to the swirling flow generated by the rotating
impeller. This surface vortex flow does not exist in the present
calculations by assuming that the upper surface is flat. According
to Fig. 13�a�, the circulation number NQ for the case without a
draught tube is almost linearly related to the tank diameter D in
the considered range. For low values of D, the system with a
draught tube is superior to that without one. However, it loses
superiority when D�4d. For the sake of better understanding this
result, the mean axial velocity profiles �averaged over the entire
circumference� for D /d=5.0 at midheight of the tank are shown in
Fig. 14. It is seen that by removing the tube, the downward flow
induced by the impeller continuously extends to the region far
away from the impeller, the point at which the axial velocity Vz
=0 is the center of the circulation loop. The variation of this
circulation center with the tank diameter is shown in Fig. 15. It is
evident that the location of this circulation center is nearly pro-
portional to the tank diameter. This explains the previous obser-
vation that the flow number NQ is linearly related to D when the
draught tube is not incorporated. It is interesting to notice that for
the large tank with D=5.0d shown in Fig. 14, a small amount of
induced circulating fluid between the draught tube and the wall of
the tank bypasses the tube and flows over the outside surface of
the tube. As an illustration of the flow field, the streamlines on a
vertical plane for the D /d=5 case is prepared in Fig. 16. With the
draught tube, there exist small vortices near the inlet and the outlet
regions just outside the tube together with the primary circulating
loop flow. By removing the tube, the above observed vortices
disappear. However, owing to the reduced strength of the down-
ward pumping flow and the enlarged space, a vortex is formed
beneath the impeller. It can be seen that without the restriction of
the tube, the center of the induced looping flow moves away from
the impeller, as discussed in the above.

The power number, shown in Fig. 13�b�, is nearly a constant
when the tank diameter D becomes greater than 2.5d. The power
consumption is much larger for the case with a draught tube,
being about 2.2 times greater than that without a draught tube.
This result is supported by the experiments of Chavan et al. �5�.
The lower power consumption in the case without a draught tube
is mainly ascribed to the large space between the impeller and the
wall of the tank, which, in turn, leads to a reduction of pressure
gradient and, thus, the power required, as discussed in Sec. 3.4.

The mixing energy required, shown in Fig. 13�c�, for the case with
a draught tube is higher than that without a tube. The difference
becomes very significant for large tanks.

4 Conclusions
A three-dimensional computational method has been employed

to investigate the mixing flow stirred by a screw impeller with a
draught tube. The main findings are summarized in the following.

�1� When the tank diameter is slightly greater than that of the
draught tube, the narrow passage in the annular space out-
side the tube restricts the fluid flow and causes large power

Fig. 12 Variation of „a… circulation number, „b… power number,
and „c… mixing energy against clearance C
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consumption. Either the circulation number or the power
number nearly reaches a constant for D�2.3d. However, in
terms of the total energy required for mixing, the optimum
size of the tank occurs at D=2d.

�2� The increase in the shaft diameter leads to a decrease in

channel height and, thus, reduction in fluid flow. The power
requirement remains nearly a constant until ds=0.6d. It is
followed by an increase in power consumption due to the
enhanced frictional force near the shaft surface.

�3� The flow inside the tube can be considered as a channel

Fig. 13 Variation of „a… circulation number, „b… power number,
and „c… mixing energy against tank diameter D for the screw
impellers with and without a draught tube

Fig. 14 Distribution of axial velocity along the radial direction
for the screw impellers with and without a draught tube

Fig. 15 Variation of circulation center with tank diameter for
the case without a draught tube

Fig. 16 Flow streamlines on a vertical plane for the screw
mixer „a… with a draught tube and „b… without a draught tube
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flow with a moving wall. When the impeller pitch de-
creases, the velocity component of the moving wall along
the channel is increased, but the channel is lengthened and
narrowed, resulting in larger frictional resistance. Thus,
there exists an optimum value of pitch, which holds at
s /d=1.5.

�4� The flow leakage from the pressure side to the suction side
in the clearance gap brings about a reduction in the pressure
difference between the two side surfaces of the impeller
blade and, hence, reduces the pressure rise in the tube. As a
consequence, both the flow rate and the power requirement
decrease.

�5� Without a draught tube, the circulating flow rate is linearly
proportional to the size of the tank. Therefore, for suffi-
ciently large tanks, the induced flow rate becomes greater
than the system with a draught tube. The linear relationship
resulted from the radial movement of the center of the cir-
culating flow. The power requirement for that without a
draught tube is about half of that of the system with a
draught tube. The lower power required is mainly due to
the lower pressure gradients caused by the open space be-
tween the impeller and the wall of the tank.

Acknowledgment
This work was supported by the National Science Council of

Taiwan, R.O.C. under the Contract No. NSC 96-2221-E-009-135-
MY2.

Nomenclature
As � sidewall area of pumping channel
Az � cross-sectional area of pumping channel
C � clearance
d � impeller diameter

ds � shaft diameter
D � tank diameter
ej � unit vector in the jth direction of Cartesian

coordinates
E � mixing energy �=��N

p
* /NQ��H /D��D /d�3�

f � the faces of the control surface
Ez � axial component of the frictional force exerted

on pumping channel walls
h � impeller length

h1 � distance between the impeller and the top and
bottom of the tank

H � liquid height in the tank
L � length of the channel for one revolution of

impeller blade
n � rotational frequency of the screw impeller

Np � power number �=P /�n3d5�
N

p
* � power number �=P /�n2d3�

N
p,f
* � power number due to frictional force

N
p,p
* � power number due to pressure force

NQ � circulation number �=Q /nd3�
p � pressure

pin � pressure at the inlet of the pumping channel
pout � pressure at the outlet of the pumping channel

pp � pressure at the pressure side of the pumping
channel

ps � pressure at the suction side of the pumping
channel

P � power consumption for a mixing vessel
Q � volumetric flow rate
r � radial distance

Re � Reynolds number �=�nd2 /��

S � screw pitch
s f � surface vector of the considered face
t � thickness of the screw blade

Ugj � grid velocity
Vw � moving wall velocity
Vz � axial velocity
V� � circumferential velocity
W � blade width

Greek Symbols
 � helical angle of the pumping channel

 � blending factor

�� � distance vector directed from the upwind node
to the centroid of the face

��PC � distance vector connecting the principal and
the neighboring nodes

� � fluid viscosity
� � fluid density

�c � circulation time
�m � mixing time
� j � angular velocity of the screw impeller

Subscripts
C � neighboring node
f � face value

P � principal node

Superscripts
UD � the value evaluated at a node upstream of the

face
* � dimensionless variables
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Plasma-Based Flow-Control
Strategies for Transitional Highly
Loaded Low-Pressure Turbines
Recent numerical simulations have indicated the potential of plasma-based active flow
control for improving the efficiency of highly loaded low-pressure turbines. The configu-
ration considered in the current and earlier simulations correspond to previous experi-
ments and computations for the flow at a Reynolds number of 25,000 based on axial
chord and inlet conditions. In this situation, massive separation occurs on the suction
surface of each blade due to uncovered turning, causing blockage in the flow passage. It
was numerically demonstrated that asymmetric dielectric-barrier-discharge actuators
were able to mitigate separation, thereby decreasing turbine wake losses. The present
investigation extends this work by investigating a number of plasma-based flow control
strategies. These include the chordwise location of actuation, spanwise periodic arrays of
actuators, multiple actuation in the streamwise direction, and spanwise-direct actuation.
The effect of alternate plasma-force models is also considered. Solutions were obtained to
the Navier–Stokes equations, which were augmented by source terms used to represent
plasma-induced body forces imparted by an actuator on the fluid. The numerical method
utilized a high-fidelity time-implicit scheme, employing domain decomposition to carry
out calculations on a parallel computing platform. A high-order overset grid approach
preserved spatial accuracy in locally refined embedded regions. Features of the flowfields
are described, and resultant solutions are compared to each other, with a previously
obtained control case, and with the base line situation where no control was enforced.
�DOI: 10.1115/1.2903816�
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Introduction
Low-pressure turbines are commonly utilized in the propulsion

systems of unmanned air vehicles �UAVs� employed for recon-
naissance and combat purposes. Due to a reduction in atmospheric
density during high-altitude cruise, such low-pressure turbines
may encounter Reynolds numbers, based on blade axial chord and
inlet conditions, below 25,000. In this situation, boundary layers
along a large extent of blade surfaces can remain laminar, even in
the presence of elevated freestream turbulence levels. The laminar
boundary layers are then particularly susceptible to flow separa-
tion over the aft portion of blade suction surfaces, causing block-
age in flow passages and a significant reduction in turbine effi-
ciency.

Recent experiments of low-pressure turbines �1� have investi-
gated the feasibility of increasing the interblade spacing, thereby
raising the per blade loading. For practical applications, a higher
loading can reduce the turbine part count and stage weight. In-
creased blade spacing, however, is accompanied by more exten-
sive boundary-layer separation on the suction surface of each
blade due to uncovered turning, resulting in a further reduction in
efficiency and additional wake losses. Unless these adverse cir-
cumstances for highly loaded low-pressure turbines can be over-
come, ceiling limitations may be imposed for prolonged UAV
operations.

A number of experimental investigations by Bons et al. �2–4�
and by Sondergaard et al. �1,5� have explored the use of both
steady and pulsed vortex generator jets, which may be actuated

upon demand, as a means of flow control in low-pressure turbines.
When installed, these devices can remain idle at sea level where
flow along the blades is attached and activated at altitude when
separation occurs. Extensive measurements verified that vortex
generator jets dramatically reduced separation, resulting in de-
creased losses and increased efficiency. As an alternative to
vortex-generating jets, other experiments have considered the use
of plasma-based actuators for controlling turbine flowfields
�6–10�. In addition to the absence of more complex mechanical or
pneumatic systems, such devices have relatively low power re-
quirements and can operate over a broad range of frequencies.
Plasma actuation has also been considered in a number of other
experimental studies including rotorcraft blade control �11�, lift
enhancement for stationary and oscillating airfoils �12–14�,
plasma flaps and slats �15�, dynamic stall �16�, tip clearances in
turbine blades �17�, bluff-body flows �18�, and aerodynamic con-
trol of UAVs �19�.

Advances in the speed and storage capacity of high-
performance computing systems have allowed numerical simula-
tion to emerged as a viable means for the investigation of flows
through low-pressure turbines �20–29�. Computational studies
have also been performed for the application of plasma-based ac-
tuators to flow control problems. Because these problems are typi-
cally characterized by transitional and turbulent flowfields, high-
fidelity time-accurate three-dimensional approaches are required
to properly account for the physical processes inherent in their
description. Specification of plasma effects derived from funda-
mental principles is therefore computationally prohibitive. Thus,
numerical simulations primarily have incorporated a simplified
phenomenological model to represent plasma-induced body forces
imparted by the actuator on the fluid field. This technique has
allowed calculations for the control of wing sections �30�, delta
wings �31�, wall-bounded flows �32�, and other configurations.

Dielectric-barrier-discharge �DBD� actuators typically operate
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in the low radio frequency range �1–10 kHz� with voltage ampli-
tudes of 5–10 kV. Experimental measurements indicate that time-
averaged plasma-induced body forces generated by DBD devices
are the dominant mechanism for exerting control. An overview of
the design, optimization, and application of these actuators has
been given by Corke and Post �8�. The investigation of Rizzetta
and Visbal �33� provided companion simulations to both previous
experiments and computations of plasma-based flow-control ap-
plications by exploring the use of a single asymmetric DBD ac-
tuator to mitigate separation on the suction surface of a highly
loaded low-pressure turbine. Although the turbine blade geometry
in that study corresponded to plasma-control experiments of
Huang et al. �7,10�, the interblade spacing was greater. Thus, no
comparison with measured data was possible. The configuration,
however, was identical to that of previous simulations for vortex-
generating jet control of turbines �28,29�. The magnitude of the
plasma-induced body force required for such control was exam-
ined, and both continuous and pulse-modulated actuations were
considered. Novel use of counterflow actuation was also investi-
gated.

The present work extends the simulations of Rizzetta and Vis-
bal �33� by analyzing several DBD plasma-based flow-control
strategies for the identical highly loaded low-pressure turbine con-
figuration. Specifically, these include the chordwise location of
actuators relative to separation, the use of spanwise periodic ar-
rays of actuators, multiple actuations in the streamwise direction,
and spanwise-direct actuation. The effect of alternate plasma-force
models is also considered. Features of the flowfields are de-
scribed, and resultant solutions are compared to each other, with a
previously obtained control case, and with the base line situation
where no control was enforced. Control effectiveness is quantified
by calculation of the integrated wake total pressure loss coeffi-
cient.

Governing Equations and Numerical Method
The governing fluid equations are taken as the unsteady three-

dimensional compressible unfiltered Navier–Stokes equations. Af-
ter introducing a curvilinear coordinate transformation to a body-
fitted system, the equations are cast in the following
nondimensional conservative form:

�

�t
� 1

J
Q� +

�

��
�F −

1

Re�

Fv� +
�

��
�G −

1

Re�

Gv�
+

�

��
�H −

1

Re�

Hv� = DcqcS �1�

Here, t is the time, �, �, and � are the computational coordinates,
Q is the vector of dependent variables, F, G, and H are the invis-
cid flux vectors, Fv, Gv, and Hv are the viscous flux vectors, and
S is the source vector representing the effect of plasma-induced
body forces.

Time-accurate solutions to Eq. �1� are numerically obtained by
the implicit approximately factored finite-difference algorithm of
Beam and Warming �34� employing Newton-like subiterations
�35�, which has evolved as an efficient tool for generating solu-
tions to a wide variety of complex fluid flow problems. Second-
order-accurate backward-implicit time differencing was used to
obtain temporal derivatives.

The implicit segment of the algorithm incorporates second-
order-accurate centered differencing for all spatial derivatives and
utilizes nonlinear artificial dissipation �36� to augment stability.
Efficiency is enhanced by solving this implicit portion of the fac-
torized equations in diagonalized form �37�. Temporal accuracy,
which can be degraded by the use of the diagonal form, is main-
tained by utilizing subiterations within a time step. This technique
has been commonly invoked in order to reduce errors due to fac-
torization, linearization, diagonalization, and explicit application
of boundary conditions. It is useful for achieving temporal accu-
racy on overset zonal mesh systems and for a domain decompo-

sition implementation on parallel computing platforms. Any dete-
rioration of the solution caused by the use of artificial dissipation
and by lower-order spatial resolution of implicit operators is also
reduced by the procedure. Three subiterations per time step have
been applied to preserve second-order temporal accuracy in the
present application.

The compact difference scheme that is employed to evaluate
spatial derivatives for the explicit part of the factored form of Eq.
�1� is based on the pentadiagonal system of Lele �38� and is ca-
pable of attaining spectral-like resolution. This is achieved
through the use of a centered implicit difference operator with a
compact stencil, thereby reducing the associated discretization er-
ror. For the present computations, a fourth-order tridiagonal subset
of Lele’s system is utilized. The scheme has been adapted by
Visbal and Gaitonde �39� as an implicit iterative time-marching
technique, applicable for unsteady vortical flows. It is used in
conjunction with a sixth-order low-pass Pade-type nondispersive
spatial filter developed by Gaitonde et al. �40�, which has been
shown to be superior to the use of explicitly added artificial dis-
sipation for maintaining both stability and accuracy on stretched
curvilinear meshes �39�. The filter is sequentially applied to the
solution vector in each of the three computational directions fol-
lowing each subiteration. A more thorough description of the gov-
erning equations and complete details of the numerical method
appear in Ref. �41�, but have been omitted here for brevity. Ap-
plication of the subiteration process and use of the high-order
filter scheme result in solutions with fourth-order spatial and
second-order temporal accuracy.

The aforementioned features of the numerical algorithm are
embodied in a parallel version of the time-accurate three-
dimensional computer code FDL3DI �42�, which has proven to be
reliable for steady and unsteady fluid flow problems, including
vortex breakdown �43,44�, transitional wall jets �45�, synthetic jet
actuators �46�, roughness elements �47�, plasma flows �30–33�,
and direct numerical and large-eddy simulations of subsonic
�23,48� and supersonic flowfields �49,50�.

Empirical Plasma Model
Many quantitative aspects of the fundamental processes gov-

erning plasma/fluid interactions remain unknown or computation-
ally prohibitive, particularly for transitional and turbulent flows.
These circumstances have given rise to the development of a wide
spectrum of models with varying degrees of sophistication that
may be employed for more practical simulations. Among the sim-
plified methods specifically focused on discharge/fluid coupling is
that of Roth et al. �51,52�, who associated transfer of momentum
from ions to neutral particles based on the gradient of electric
pressure. A more refined approach, suitable for coupling with fluid
response, was an empirical model proposed by Shyy et al. �53�
using separate estimates for the charge distribution and electric
field. Known plasma physics parameters were linked to experi-
mental data. This representation has been successfully employed
for several previous simulations of plasma-controlled flows
�30–33� and is also adopted as the primary model in the present
investigation.

A schematic representation of a typical single asymmetric DBD
plasma actuator is depicted in Fig. 1�a�. The actuator consists of
two electrodes that are separated by a thin dielectric insulator and
mounted on the turbine blade surface. An oscillating voltage, in
the kilohertz frequency range, is applied to the electrodes, devel-
oping an electric field about the actuator. When the imposed volt-
age is sufficiently high, the dielectric produces a barrier discharge
that weakly ionizes the surrounding gas. Momentum acquired by
the resulting charged particles from the electric field is transferred
to the primary neutral molecules by a combination of electrody-
namic body forces and poorly understood complex collisional in-
teractions. In the numerical exploration of flow control strategies,
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the entire process may be modeled as a body force vector acting
on the net fluid external to the actuator, which produces a flow
velocity.

The model for the geometric extent of the plasma field gener-
ated by such an actuator is indicated in Fig. 1�b�. The triangular
region defined by Line Segments AB, BC, and AC constitutes the
plasma boundary. Outside of this region, the electric field is not
considered strong enough to ionize the air. The electric field has
its maximum value on Segment AC and linearly varies within
ABC. The peak value of the electric field is obtained from the
applied voltage and the spacing between the electrodes. Along the
Segment AB, the electric field diminishes to its threshold value,
which was taken as 30 kV /cm �53�. The electric body force is
equal to qcE and provides coupling from the plasma to the fluid,
resulting in the source vector S appearing in Eq. �1�. It is assumed
that this force locally acts tangential to the blade surface. Because
the charge density is assumed to be constant within Region ABC
�53�, its nondimensional representation qc is taken as unity, corre-
sponding to the value of 1.0�1011 electrons /cm3 �53�. The
plasma scale parameter Dc arises from nondimensionalization of
the governing equations, represents the ratio of the electrical force
of the plasma to the inertial force of the fluid, and is defined as

Dc =
�cecErc

��u�
2 �2�

where �c=1.0�1011 electrons /cm3, ec=1.6�10−19 C, and Er is a
reference electric field magnitude.

Some specific details of the plasma model incorporated in the
present simulations were specified corresponding to the turbine
blade experiments of Huang et al. �7,9,10�. The ratio of the thresh-
old electric field magnitude to its peak value was set to 0.043.
Referring to Fig. 1�b�, Distances BC and AC nondimensionalized
by the blade chord were specified as BC=0.0125 and AC
=0.0250. These values are similar to those employed in previous
simulations for winglike configurations �30–32�. For the purposes
of the present computations, it is assumed that the actuator is
mounted flush with the turbine blade surface and does not pro-
trude above it. Due to empiricism of the formulation, there is
some ambiguity regarding the value of the scale parameter Dc.
Another unresolved issue is the direction of the force imposed on
the flowfield. For the empirical model, we assign a component
only in either the negative x �counterflow� or positive z �spanwise�

direction, approximately tangent to the blade surface. This repre-
sentation is consistent with previous simulations �30–33�.

Details of the Computations
Shown in Fig. 2 is a schematic representation of the turbine

blade shape, given by the Pratt & Whitney “PakB” research de-
sign, which is a Mach number scaled version of geometries typi-
cally used in low-pressure turbines �1–5�. This blade geometry has
an inlet flow angle �i=35.0 deg and a design exit flow angle �o
=60.0 deg. The axial chord to spacing ratio �solidity� is 0.75,
resulting in an interblade spacing b=4 /3.

Computational Meshes. To conserve computational resources,
only a single turbine blade passage is considered, and periodic
conditions are enforced in the vertical direction �y� to represent a
single turbine stage flowfield. The computational domain sur-
rounding the blade was described by a body-fitted mesh system,
whose origin was located at the inboard leading edge of the blade
�see Fig. 2�. The mesh employs an O-grid topology and was el-
liptically generated using automated software �54�. Figure 3�a�
exhibits the basic grid about the turbine blade, which was com-
prised of 348 points in the circumferential direction �I�, 189 points
in the blade-normal direction �J�, and 101 points in the spanwise
direction �K�. Minimum spacing in the J direction occurs at the
blade surface. Mesh points for 1� I�5 and Imax−4� I� Imax are
coincident in an overlap region at the blade leading edge so that
periodic conditions in the circumferential direction may be en-
forced in order to complete the O-grid construct. In order to apply
periodic conditions in the vertical direction, the streamwise �x�
point locations and vertical spacing along I1u− I2u are identical to
those along I1l− I2l for Jmax−4�J�Jmax.

To properly capture the correct fluid physics for these flow
control simulations, the basic grid structure was modified to en-
hance resolution in the actuator and near-wall regions. This was
done by removing points in the suction surface grid, signified by
the blanked area in the O-grid of Fig. 3�a�, and replacing them
with an embedded refined mesh, as seen in Fig. 3�b�. This tech-
nique is identical to that which was successfully employed by
Rizzetta and Visbal �28,29,33� in similar computations. The size
of the refined-mesh region was �313�185�101� grid points in
�I ,J ,K� respectively.

In order to facilitate application of inflow and outflow condi-
tions to the turbine blade domain, overset grids were utilized up-
stream and downstream of the blade region. These are found in
Fig. 3�c� and consisted of �46�61�101� and �31�75�101�
mesh points in the streamwise, vertical, and spanwise directions
for the upstream and downstream domains, respectively. The total
number of grid points in all domains was approximately 12.0

Fig. 1 Schematic representation of plasma actuator and ge-
ometry for empirical plasma-force model

Fig. 2 Schematic representation of the turbine blade
configuration
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�106, which should provide adequate resolution for the present
computations, based on the grid refinement study for the base line
case of Ref. �28�.

Temporal Considerations. Operationally, DBD actuators are
inherently unsteady devices. Within the context of the empirical
model, however, the body force imposed on the fluid is assumed
to be steady, owing to the high frequency of the applied voltage
�typically 5–10 kHz�. These devices may also be operated in a
pulsed manner as described by Corke and Post �8�, thereby reduc-
ing total power consumption. The pulsed mode of operation also
introduces low-frequency forcing to the flow, which may be more
receptive to control, and offers the potential of improved effec-
tiveness. For simulation of pulsed actuation, the forcing amplitude
is modulated according to a prescribed duty cycle. The duty cycle
is the portion of the fundamental forcing period over which the
device is active, which was 50% in the present case. It should be
noted that the applied forcing wave form introduces multiple har-
monics of the primary frequency, as was demonstrated in Refs.
�28,32�. The nondimensional forcing frequency F=7.56 is identi-
cal to that of previous experiments �2–5� and simulations
�28,29,33� with

F = cf/u�q̄i �3�

All of the computations presented here were obtained using a
time step of 	t=1.47�10−4, where t is nondimensionalized by
reference quantities. Based on inflow conditions, this corresponds
to a time increment of approximately 	ti=1.20�10−4 and repre-
sents 1300 time steps/cycle of the pulsing frequency. Flowfields
for each case were initialized from previously obtained solutions
and processed for 104,000 time steps in order to remove transients
and attain an equilibrium state. Final results were then evolved for
an additional 104,000 time steps during which statistical informa-
tion was collected. Statistics were monitored to assure that a con-
verged sample was achieved. This duration represents approxi-
mately 12.2 characteristic time units, based on the inflow velocity,
and corresponded to 80 cycles of pulsed control.

Boundary Conditions. Inflow and outflow conditions for the
complete turbine blade domain were obtained in a manner consis-
tent with subsonic internal flows, which have commonly been
employed in Reynolds-averaged Navier–Stokes applications �55�.
Along the upstream boundary, the total pressure, total tempera-
ture, and inlet flow angle were specified, and the velocity magni-
tude was obtained from the interior solution. Downstream, the exit
static pressure �p�� was fixed, and other flow variables were ex-
trapolated from within the domain. Because the inflow velocity
develops as part of the solution, the Reynolds number based on
the inflow conditions was not known a priori. A reference Mach
number �M�� of 0.1 was selected for all computations. For the
base line solution, the reference Reynolds number �Re�� was ad-
justed to match the desired inflow condition, Re. This same Rey-
nolds number was then employed in the current simulations.
When flow control was applied, however, the inflow velocity
magnitude increased due to a reduction in blockage in the blade
passage. Although this situation was anticipated, the reference
Reynolds number was not altered. Thus, the inflow Reynolds
numbers are somewhat higher than the nominal value of 25,000.
This approach for the inflow and outflow boundaries was previ-
ously employed by Rizzetta and Visbal �23,28,29,33� in similar
computations.

Periodic conditions were applied along the upper and lower
portions of the turbine blade as previously indicated in Fig. 3�a�.
Periodic conditions were also applied along the upper and lower
horizontal boundaries of the upstream and downstream domains
displayed in Fig. 3�c�. The downstream domain was intentionally
severely stretched in the streamwise direction to prevent spurious
reflections from the outflow boundary. This technique transfers
information to high spatial wave numbers and then dissipates it by
the low-pass filter �56�. Flow variables in all regions of over-
lapped meshes were obtained from explicit sixth-order accurate
Lagrangian interpolation formulas, including the upstream and
downstream domains, the turbine blade grid, and the refined-mesh
region. The interpolation approach for high-order numerical solu-

Fig. 3 Turbine blade computational mesh system
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tions has been successfully applied by Sherer �57� for the simula-
tion of fluid dynamic and acoustic problems. As previously stated,
periodic conditions were invoked in the spanwise direction. On
the blade surface, the no slip condition was enforced along with
an isothermal wall and a fourth-order accurate representation of
zero normal pressure gradient.

Domain Decomposition. For parallel processing, the previ-
ously described computational domains were decomposed into a
series of subzones, which were then distributed on individual pro-
cessors of a massively parallel computing platform �HP XC
Opteron�. Decompositions were constructed to provide an ap-
proximately equal number of grid points in every subzone,
thereby balancing the computational work load among the proces-
sors. Faces at the boundaries of each subzone block were overset
into adjacent domains, such that an overlap of five planes was
established. Although this incurred an overhead due to redundant
computation, it maintained the formal high-order accuracy of both
the numerical differencing and filtering schemes. Because a vast
majority of the overlapping mesh points of the respective decom-
positions were coincident, no further interpolation was required.
Automated software �58� was used to identify donor and recipient
grid points in the overlapping domains. Internode communication
among the processors was established through standard message-
passing interface �MPI� library routines �59�, which were used to
transfer information between the various subzones of the flowfield
at domain boundaries. A total of 176 processors were employed
for all of the computations reported here.

Overview of the Simulations
The numerical results of Rizzetta and Visbal �33� provided an

initial study of single asymmetric DBD actuator flow control for a
highly loaded low-pressure turbine blade. That work confirmed
that effective control and a resultant increase in turbine efficiency
could be achieved with a plasma force. One aspect of the study
determined the magnitude of the scale parameter Dc, which is
required to maintain time-mean attached flow along the blade suc-
tion surface. In addition, comparisons were made between pulsed
and continuous controls, and coflowing and counterflowing orien-
tations of the actuator. It was found that the most effective control
was obtained with counterflow pulsed actuation for Dc=25.0. This
value of Dc corresponds to a fairly low power requirement, easily
attainable by modern plasma actuators. For comparison, the value
of Dc corresponding to the experiments of Huang et al. �7,9,10�,
which employed less refined plasma-generating devices, was esti-
mated to be 23.4.

All the simulations of Rizzetta and Visbal �33� utilized full-span
actuation, where the spanwise extent of the computational domain
s was taken as 0.2. This value of s was found to be adequate to
capture the transitional flowfield in the prior investigation of Ref.

�23� and is also used here for full-span actuator configurations.
Based on the results of Ref. �33�, only pulsed actuation is consid-
ered here, using a 50% duty cycle.

Three-dimensional simulations were carried out for nine spe-
cific cases, which are summarized in Table 1. Also provided in
Table 1 are the base line �no control� and benchmark �counterflow,
Configuration A, Dc=25.0� results from Ref. �33� and a vortex-
generating jet case from Ref. �29�, which are included for com-
parison. These configurations are represented in Fig. 4, where the
arrows indicate the actuation direction. It can be noted in the
figure that Cases A, B, C, and D represent counterflow actuation,
while Cases E and F correspond to spanwise oriented actuators.
From the time-mean flowfields, control effectiveness may be
quantified by calculation of the integrated wake total pressure loss
coefficient Cw defined as

Cw =
1

s�ymax − ymin�
�

0

s�
ymin

ymax �Pti − P̄to

Pti − p̄i

�dydz �4�

Equation �4� is evaluated along the upstream boundary of the
downstream mesh in Fig. 3�c�, which is located 0.67 chords
downstream of the blade trailing edge. Values of Cw for each case
appear in Table 1. For the benchmark case �33�, the actuator was
located just upstream of separation in the time-mean flowfield of
the base line solution, which occurred at x=0.37. In sections to
follow, results of these simulations will be presented in three
groups, corresponding, respectively, to counterflow and spanwise
actuation employing the empirical plasma model, and the effect of
different plasma models upon the benchmark configuration. In-
flow conditions and computational mesh spacings given in wall
units are listed in Ref. �41�.

Table 1 Description of cases

Actuator
type

Configuration
�see Fig 4�

Control
direction

Actuator
location s Dc

Plasma-force
model Cw

None �33� NA NA NA 0.20 NA NA 1.02
DBD �33� A Counterflow xa=0.34 0.20 25.0 Empirical �53� 0.19

DBD A Counterflow xa=0.34 0.20 10.0 Empirical �53� 0.32
DBD A Counterflow xa=0.34 0.20 6.25 Empirical �53� 0.27
DBD A Counterflow xa=0.34 0.20 25.0 Basic principles �61–63� 0.29
DBD A Counterflow xa=0.34 0.20 25.0 Potential �64,65� 0.51
DBD B Counterflow xa=0.24 0.20 25.0 Empirical �53� 0.14
DBD C Counterflow xa=0.34,0.67 0.20 25.0 Empirical �53� 0.15
DBD D Counterflow xa=0.34 0.10 25.0 Empirical �53� 0.62
DBD E Spanwise xa=0.34 0.05 25.0 Empirical �53� 0.65
DBD F Spanwise xa=0.3−0.8 0.10 25.0 Empirical �53� 1.18

Jet �29� NA Spanwise xa=0.37 0.20 NA NA 0.48

Fig. 4 Actuator configurations
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Results for Counterflow Actuation
Counterflow actuation configurations correspond to Cases A, B,

C, and D, which are seen in Fig. 4. As previously noted, the
benchmark simulation incorporated full-span actuation with xa
=0.34. Locating the actuator further upstream from the separation
point was explored with Configuration B. It was thought that at
lower Reynolds numbers, separation would move upstream. If
control could be effective when placed at a more forward position,
then efficiency enhancement would be maintained over a wider
range of operating conditions �i.e., Reynolds numbers�. With Con-
figuration B, the full-span actuator was positioned 10% of the
blade chord further upstream than its location in Configuration A
such that xa=0.24.

Configuration C consists of dual actuators. In addition to a
full-span actuator at the benchmark location �xa=0.34�, a second
finite-span actuator �array� is situated at the downstream location
xa=0.67. This was done in order to help promote transition to
more fully turbulent flow, and break down coherent two-
dimensional structures, which formed in the benchmark simula-

tion. The spanwise extent of the second actuator was 0.1, and its
interactuator spacing was also 0.1. The use of a single array of
spanwise distributed counterflow actuators, located at the bench-
mark position �xa=0.34�, was examined with Configuration D.
For this case, the spanwise extent of the actuator was 0.05 and the
interactuator spacing was 0.05.

Although not the primary focus of this study, the use of ex-
tremely small levels of the plasma control force was also explored
for the benchmark configuration by employing values of the scale
parameter Dc, which were less than 25.0. Results for Dc equal to
10.0 and 6.25, respectively, can be found in Table 1. It is seen that
even for these low values of Dc, a reduction in the wake total
pressure low coefficient Cw of about 70% is possible. No other
results corresponding to these solutions will be presented. Apart
from these two cases, all other simulations in the investigation
were carried out for Dc=25.0.

Features of the Time-Mean Flowfields. Time-mean surface
pressure coefficient distributions for counterflow actuation cases
are presented in Fig. 5. These results were obtained along the
centerline of the computational domain for each solution. The
large plateau region in the base line distribution is characteristic of
a massively separated flow. The dominant effect of flow control is
to reduce separation of the time-mean flowfield on the blade suc-
tion surface. This reduces blockage and increases the inflow ve-
locity, thereby decreasing pressure on the upstream portion of the
suction surface, while increasing it downstream, relative to the
base line case. Cases B and C effectively eliminated the plateau.
This was achieved because the flow was aligned with the blade
surface, and was also true for the benchmark solution. Although
the finite-span case �Configuration D� reduced the extent of sepa-
ration, a smaller plateau is still present. Based on the wake total
pressure loss coefficient Cw, Cases B and C were slightly more
effective than the benchmark arrangement �see Table 1�.

Profiles of the time-mean velocity magnitude for the counter-
flow cases are observed in Fig. 6. These profiles were extracted
along lines �n� normal to the blade surface at each x-station on the
periodic spanwise boundary. Magnitudes shown in the figure have
been normalized by the inflow velocity qi. Particularly notable is
increased fullness of the profiles for Cases B and C relative to the
base line solution near the trailing edge �x=0.9�. This is not true
for Case D.

Fig. 5 Time-mean surface pressure coefficient distributions
for counterflow actuation

Fig. 6 Time-mean velocity magnitude profiles for counterflow actuation
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A composite visual comparison of the flowfields for these cases
is exhibited in Fig. 7. Contours of u velocity are displayed in the
top row of the figure, streamlines in the middle row, and pressure
coefficient �Cp� at the bottom. Massive separation in the base line
case is apparent. Results depicted here are consistent with those of
the surface pressure distributions �Fig. 5�. Streamlines illustrate
the massively separated flow of the base line case. Body conform-
ing time-mean flow is evident in the figure for the benchmark
result and Cases B and C. Although these flows include very
small regions of shallow separation, for practical purposes, they
may be considered to be fully attached up to the blade trailing
edge. A reduction in the separated flow region is observed for
Case D. The thin wakes for Cases B and C, relative to the base
line flow, are visible in the u contours. The effect of separated
flow regions occurring for the base line case and Configuration D
is reflected in the Cp contours.

Features of the Unsteady Flowfields. Profiles of the root-
mean-square fluctuating velocity magnitude, on the spanwise pe-

riodic boundary, at several streamwise locations are found in Fig.
8. Fluctuations in the base line case evolve from unsteadiness of
an unstable shear layer. In the control situations, root-mean-square
velocity magnitudes also contain contributions due to pulsed ac-
tuation. As a result, the location of the maximum fluctuation gen-
erally occurs further from the blade surface in the base line solu-
tion. Although the peak fluctuating velocity magnitude for
Configurations B and C and the benchmark is larger than that of
the base line for x=0.7 and x=0.9, actuation reduces high fluctu-
ating velocity in the outer portion of the profile �n
0.25� caused
by massive separation. With Configuration D, separation has not
been as effectively controlled, so that the profile at x=0.9 is simi-
lar to that of the base line.

A composite representation of the instantaneous flowfields for
these cases appears in Fig. 9. Contours of u velocity and spanwise
vorticity along the centerline plane are seen in the top and middle
rows of the figure, respectively, while spanwise vorticity on the
blade surface viewed from above is at the bottom. The middle row

Fig. 7 Time-mean planar contours of u velocity, streamlines,
and planar contours of Cp for counterflow actuation

Fig. 8 Root-mean-square fluctuating velocity magnitude profiles for
counterflow actuation

Fig. 9 Instantaneous planar contours of u velocity, planar con-
tours of spanwise vorticity, and contours of spanwise vorticity
on the blade surface for counterflow actuation
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of spanwise vorticity is particularly useful for understanding the
control mechanisms. It was shown in Ref. �33� for the benchmark
case that control was imposed by modifying the inherently un-
stable boundary layer near its separation point. The plasma actua-
tor forced the boundary layer to roll up into small vortices just
downstream of the actuator location. These vortices were shed at a
frequency one-half that of the pulsed control and convected down-
stream at a distance from the blade surface that was not large. This
greatly enhanced mixing and brought higher momentum fluid into
the boundary layer, thereby maintaining time-mean attached flow
and reducing wake losses. The fairly coherent vortical structures
are visible in the spanwise vorticity contours �middle row� of the
benchmark solution. Dark portions of the surface vorticity �bot-
tom row� signify regions of attached flow.

For Configuration B, actuation was applied further upstream
from separation than in the benchmark case and expedited transi-
tion. As a result, no coherent vortices evolved, and the flowfield
was dominated by fine-scale fluid structures. Configuration C was
specifically designed to eliminate fluid coherence. It was believed

that coherence could promote structural fatigue and be detrimental
to instrumentation and acoustic signature for turbine applications.
The approach with Configuration C was to apply a second coun-
terflow actuator downstream of the first to help break down co-
herent structures. In addition, the second actuator was of finite
span, so as to reduce two-dimensional effects. It is noted for Con-
figuration C in Fig. 9 that only fine-scale structures are present.
Both Configurations B and C have wake total pressure loss coef-
ficients that are slightly less than the benchmark case �see Table
1�.

Configuration D considered only a single finite-span counter-
flow actuator at the same location as that of the benchmark case.
Although some control was exerted in this situation, the actuation
was not as effective as the benchmark. The arrangement failed to
manipulate the boundary layer in a useful manner or to generate
transition. Effectiveness arose only through enhanced mixing.

Time histories of the nondimensional trailing-edge pressure are
indicated in Fig. 10. Sizable excursions in the base line case and
Configuration D correspond to the shedding of large vortical
structures. Because massive separation and the associated vortex
shedding have been mitigated for Cases B and C and the bench-
mark, pressure fluctuations are greatly reduced.

Turbulent kinetic energy frequency spectra for Configuration B
are displayed in Fig. 11. The data used to generate these spectra
were collected at a distance of n=0.03 from the blade surface.
This length �n=0.03� is approximately equal to one-half of the
boundary-layer thickness of the time-mean velocity profile up-
stream of separation in the base line case. Near the actuator loca-
tion �x=0.5�, the discrete peaks in E� for the control cases corre-
spond to harmonics of the pulsing frequency. The occurrence of
this behavior is identical to that for pulsed vortex-generating jets,
which was described in detail in Ref. �29�. At x=0.7, subharmon-
ics of the pulsing frequency have been excited in the benchmark
spectra. As was previously noted, this phenomenon was caused by
the small vortices generated in the boundary layer downstream of
the actuator. No subharmonics are apparent for Configuration B,
as the small coherent vortical structures have been suppressed.
Turbulence levels of the benchmark solution are higher than the
base line at x=0.5 and x=0.7 due to energy being added to the
flowfield. Peak levels of Configuration B are higher than the
benchmark at these location, although the broadband content is
lower. Farther downstream in the trailing-edge region �x=0.9�, all

Fig. 10 Trailing edge surface pressure time history for coun-
terflow actuation

Fig. 11 Turbulent kinetic energy frequency spectra for counterflow ac-
tuation Configuration B
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respective spectra attain a similar level. Peaks associated with
actuation in the benchmark case at this location are not present for
Configuration B. A small inertial range in the spectra can be ob-
served in all results. Additional details of both the time-mean and
unsteady flowfields may be found in Ref. �41�.

Results for Spanwise Actuation
Cases E and F represent configurations where actuators were

oriented such that the plasma force was directed in the spanwise
direction. This is similar to experimental �1–5� and computational
�23,28,29� investigations using vortex-generating jets. Configura-
tion E considers a distributed array of actuators, which are short
in the streamwise direction. Actuators that have an axial length
equal to one-half of the blade chord are represented by Configu-
ration F. This type of actuation has been proposed to control the
fully turbulent flow for a plate-mounted “hump” model �60�,
which is somewhat different than the transitional situation being
examined here.

Time-mean surface pressure coefficient distributions for these
cases are presented in Fig. 12. Some reduction in the pressure
plateau is visible, but these distributions are less favorable than
the benchmark result. Although some control was exerted for
these configurations, they were not as effective as the benchmark
case. The composite flowfield comparison for these cases is illus-
trated in Fig. 13. This figure is similar to Fig. 7, where u velocity,
streamlines, and pressure coefficient are found in the top, middle,
and bottom rows, respectively. Massive separation is seen to occur
for Configuration F, much like the base line case. The wake loss
coefficient for this configuration is actually higher than that of the
base line �see Table 1�. The reason for this behavior is that the
spanwise-directed force, applied over a long axial extent, tended
to displace the boundary layer away from the blade surface with-
out generating appreciable mixing or promoting transition,
thereby increasing blockage in the blade passage. Supplementary
figures of both the time-mean and instantaneous flowfields for
these configurations are provided in Ref. �41�.

Effect of Alternate Plasma-Force Models
Due to its simplicity, ease of application, and low computa-

tional requirements, the empirical plasma-force model was used to
explore a number of actuator configurations for the complex tur-
bine blade flowfield. Because of some uncertainties in its formu-
lation and implementation, however, two other plasma-force mod-
els were employed in the simulation of Configuration A,
analogous to the benchmark case. These include the force distri-

bution obtained from a computation founded on basic principles
�61–63� and that derived from a potential formulation �64,65�.

The basic-principles approach employs the charge density and
electric field in order to provide the force distribution about the
actuator. These are obtained from a two-dimensional three-species
collisional plasma-sheath model, which includes the charge and
momentum continuity equations. Gauss’s law is invoked for the
electric potential. As air chemistry for many of the important pro-
cesses that occur during plasma formation is poorly understood,
the working fluid was assumed to be helium. The governing equa-
tions were solved with a multiscale ionized gas flow code using a
finite-element procedure to overcome the equation stiffness gen-
erated by multispecies charge-separation phenomena. More com-
plete details of the computation are available in Refs. �61–63�.

The potential force model utilizes Maxwell’s equation and
Gauss’s law to represent the charge density in terms of the electric
field potential. Boltzmann’s relationship is then applied, and after
some approximations are made, a single elliptic equation for the
electric potential may be obtained. Boundary conditions on the
actuator electrode surfaces are obtained from a lumped-element
electric circuit model, accounting for the charging of the dielectric
during the alternating current cycle. Both the charge density and
electric field may be calculated from the potential, thus supplying
the force distribution. References �64,65� furnish more details
about development and application of the model.

Force distributions resulting from both the basic-principles and
potential force models were averaged in time over one actuation
cycle. These time-mean distributions were then modulated accord-
ing to the 50% duty cycle. This same procedure was previously
employed for the basic-principles model by Gaitonde et al. �66�
and by Visbal et al. �32� in the plasma control of wing stall. To
maintain consistency among all the approaches, the axial extents
of the actuators were scaled to match that used with the empirical
model. In addition, the maximum force magnitudes were also
made identical to that of the empirical model. Therefore, it is
primarily differences in the spatial plasma-force distributions that
are being considered. Alternative techniques for scaling the
plasma-force components are certainly possible �66�.

Force distributions created by each of the respective models are
displayed in Fig. 14. Contours of the x and y force components,
and the resultant force vector are observed in vertical columns

Fig. 12 Time-mean surface pressure coefficient distributions
for spanwise actuation

Fig. 13 Time-mean planar contours of u velocity, streamlines,
and planar contours of Cp for spanwise actuation
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from left to right, respectively. The empirical model was assumed
to have no component in the x direction. It is evident that the
basic-principles model generates an appreciable force, with the
majority of it vertically oriented. By comparison, a very small
resultant force evolves from the potential model. The major com-
ponent of this force is also in the y direction.

Features of the time-mean flowfields simulated with each of the
respective plasma-force models are compared in Figs. 15 and 16.
In these comparisons, the benchmark result is now referred to as
the empirical-model case. Time-mean surface pressure coefficient
distributions presented in Fig. 15 show that the size of the pres-
sure plateau has been reduced with the basic-principles and poten-
tial models but not eliminated as for the empirical model. Figure
16 exhibits a reduction in the wake thickness and decrease in the
recirculation region. Although not as effective as the empirical
approach, the basic-principles model reduced the wake loss coef-
ficient by over 70%. An improvement of 50% was achieved with
the potential model. Once again, a more complete description of
these results is contained in Ref. �41�.

Summary and Conclusions
This study investigated a number of plasma-based flow control

strategies for mitigating separation and reducing wake total pres-
sure loss of a highly loaded low-pressure turbine at a chord Rey-
nolds number of 25,000. A high-fidelity numerical scheme, with
an overset grid approach, was employed in order to accurately
simulate the complex transitional flowfield. Some of the aspects
that were considered included the chordwise location of actuators,
spanwise periodic arrays of actuators, and multiple actuators for
the case of counterflow actuation. Spanwise-directed plasma-force
actuation was also considered. In addition, the effect of using
alternate plasma-force models in the simulation of the turbine
blade flowfield was assessed.

It should be noted that these computations correspond only to
an isolated linear cascade configuration. As such, they neglect any
heat input from a combustor or rotational effects that would occur
in a practical turbine installation. This approach, however, is iden-
tical to previous experimental �1–5� and computational
�21–23,26–29,33� studies.

For counterflow actuation simulations, several items became
apparent. First, the previously obtained benchmark case �Configu-
ration A� with Dc=25.0 was actually a very efficient arrangement.
This value of Dc is considered to be fairly low, representing power
requirements easily attainable by current plasma actuators. Solu-
tions obtained with even lower values of Dc �10.0, 6.25� were
almost as effective, resulting in a reduction in the wake total pres-
sure loss coefficient of about 70%. Second, when the actuator was
located 10% of the chord upstream from separation �Configuration
B�, the flow rapidly transitioned and approached a fully turbulent
state near the blade trailing edge. It is believed that this configu-
ration would be useful for applications at somewhat lower Rey-
nolds numbers. In addition, coherent structures, which formed at a
subharmonic of the plasma pulsing frequency in the benchmark
case, were eliminated. Third, a more rapid transition to turbulence
was also achieved with the addition of a secondary array of
spanwise-distributed actuators, downstream of the primary full-
span actuation location �Configuration C�. This configuration also
eliminated quasi-two-dimensional coherent structures. Finally, use

Fig. 14 Planar contours of the x and y plasma-force compo-
nents, and the resultant plasma-force vector for counterflow
actuation Configuration A with various plasma-force models

Fig. 15 Time-mean surface pressure coefficient distributions
for counterflow actuation Configuration A with various plasma-
force models

Fig. 16 Time-mean planar contours of u velocity, streamlines,
and planar contours of Cp for counterflow actuation Configura-
tion A with various plasma-force models
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of only a single array of spanwise-distributed actuators �Configu-
ration D� was not as efficient in reducing wake losses.

When actuation was oriented such that the plasma force was
directed spanwise, flow control was not as effective in diminish-
ing separation. Use of an array of spanwise-distributed actuators
�Configuration E� resulted in a wake loss coefficient much like
that of a similar arrangement with counterflow control �Configu-
ration D�. When the array had an axial extent equal to one-half of
the blade chord �Configuration F�, the wake loss coefficient was
actually worse than that of the base line case with no control at all.
This was due to displacement of the boundary layer away from
the blade surface, thereby increasing blockage in the flow passage.

Because of uncertainties in application of the empirical plasma-
force model, other formulations were considered for the bench-
mark configuration. These included a highly sophisticated multi-
equation basic-principles description and a potential equation
approach employing lumped-element electric circuitry. As much
as possible, consistency between the various methods was main-
tained. The basic-principles simulation was similar, yet slightly
less effective, to that of the empirical model. Due to a small force
component in the axial direction, it was found that less control
authority was exerted when the potential equation was used to
model actuation. Previous work �33� has shown that these defi-
ciencies could easily be overcome by raising the actuation power
level, which is equivalent to increasing the value of the scale
parameter Dc, within the context of the present investigation. We
emphasize that the value Dc=25.0 is considered to be very small,
so that much higher levels are easily attainable by modern plasma
actuators in order to exert more control. Consideration of alternate
plasma-force formulations demonstrates that the empirical model
provides results that are similar to those of more elaborate formu-
lations, and is therefore adequate for the exploration of plasma-
actuation strategies in the control of complex fluid flows.
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Nomenclature
b � nondimensional interblade spacing, 4 /3

Cp � turbine blade surface pressure coefficient,
2�p− pi� /�iqi

2

c � turbine blade axial chord
Cw � integrated wake total pressure loss coefficient
Dc � plasma scale parameter
E � nondimensional electric field vector

E� � nondimensional turbulent kinetic energy fre-
quency spectra

f � dimensional imposed actuator pulsing fre-
quency, Hz

F ,G ,H � inviscid vector fluxes
Fv ,Gv ,Hv � viscous vector fluxes

F � nondimensional imposed actuator pulsing fre-
quency, cf /u�q̄i

I ,J ,K � coordinate grid indices in the circumferential,
blade normal, and spanwise directions

J � Jacobian of the coordinate transformation
p � nondimensional static pressure

Pt � nondimensional total pressure
q � nondimensional planar velocity magnitude,

�u2+v2

qc � nondimensional charge density

Q � vector of dependent variables
Re� � reference Reynolds number, ��q�c /�

Re � chord inlet Reynolds number, �iq̄iRe� /i
s � nondimensional spanwise domain extent
S � source vector
t � nondimensional time based on the reference

velocity, u�

u ,v ,w � nondimensional Cartesian velocity components
in the x, y, and z directions

x ,y ,z � nondimensional Cartesian coordinates in the
streamwise, vertical, and spanwise directions

xa � streamwise position of actuator location
� � turbine blade flow angle

� ,� ,� � nondimensional body-fitted computational
coordinates

� � nondimensional fluid density
� � nondimensional frequency

Subscripts
i ,o � inflow and outflow conditions

� � dimensional reference value

Superscripts
¯ � time-mean quantity
� � root-mean-square fluctuating component
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Friction Factor Measurements in
an Equally Spaced Triangular
Array of Circular Tubes
Friction factor data for adiabatic cross flow of water in a staggered tube array were
obtained over a Reynolds number range (based on hydraulic diameter and gap velocity)
of about 10,000–250,000. The tubes were 12.7 mm �0.5 in.� outer diameter in a uni-
formly spaced triangular arrangement with a pitch-to-diameter ratio of 1.5. The friction
factor was compared to several literature correlations and was found to be best matched
by the Idelchik correlation. Other correlations were found to significantly vary from the
test data. Based on the test data, a new correlation is proposed for this tube bundle
geometry, which covers the entire Reynolds number range tested.
�DOI: 10.1115/1.2903817�

Keywords: friction factor, tube bundle, pressure drop, staggered array

Introduction
Pressure drop across a tube bank is one of the primary design

considerations for shell and tube heat exchangers. The pressure
drop is a function, among other things, of tube arrangement and
packing as well as system flow rate. Friction factor correlations
have been used for many years to determine the pressure loss
based on relevant design parameters. These correlations offer a
means of assessing the pressure losses quickly without the need
for expensive and time consuming computational methods.

A summary of early work is provided by Chilton and Generaux
�1�. In this paper, a general equation for friction factor, based on
tube gap spacing and gap velocity, was developed by fitting a
curve to eight data sets. Later, Gunter and Shaw �2� considered a
broader set of data and concluded that the data best collapsed
using an equivalent hydraulic diameter as well as transverse and
longitudinal pitch-to-diameter ratios. Friction factors for bare
tubes of diameters between 0.5 mm and 127 mm were included,
with transverse and longitudinal pitches ranging from 1.25 to 5
diameters.

Perhaps, the most widely referenced correlation is that provided
by Zukauskas �3�. This correlation, in graphical form, has been
reprinted in numerous heat transfer and heat exchanger design
manuals �4,5�. The correlation is plotted as a function of pitch and
spacing as well as Reynolds number based on gap velocity and
tube diameter. It covers a wide range of Reynolds number from 10
to 1,000,000. Another useful, well regarded resource for pressure
losses in a variety of geometries is provided by Idelchik �6�. Here,
a method for obtaining friction factor in staggered tube arrays is
provided based on gap velocity, tube diameter, and numerous geo-
metric factors.

The tube configuration currently being considered is made up
of an equally spaced, staggered triangular array with tube OD
=12.7 mm. Several methods, including those described above,
were used to determine friction factor for this geometry, and a
large spread was observed for the Reynolds number range of in-
terest �i.e., between 10,000 and 250,000�. The data of Kays and
London �7�, which most closely matched our test configuration,

although limited to Reynolds numbers less than 23,000, indicated
a relatively low friction factor, nearly half that of Chilton–
Generaux. The predictions of Gunter–Shaw, Zukauskas, and
Idelchik lay in between each successively giving decreasing val-
ues of friction factor. As a result of the spread of these predictions
and the lack of high Reynolds number data, a test was performed
to obtain more specific data for the desired tube geometry.

Calculation of Tube Bundle Geometric Parameters
Figure 1 illustrates the nomenclature associated with modeling

pressure drop in a triangular tube array.
A single unit cell of the rod array �the cross hatched region in

Fig. 1� can be analyzed to derive the volume porosity and hydrau-
lic diameter. For uniformly spaced triangular rod arrays �S
= ��3 /2�P�,

�v =
fluid volume

total volume
= 1 −

�

2�3
�D

P
�2

�1�

Dv =
4 � fluid volume

wetted area
= �2�3

�
� P

D
�2

− 1	D �2�

For a triangular array with D=12.7 mm and P /D=1.5, Eq. �1�
gives �v=0.597 and Eq. �2� gives Dv=18.8 mm. These values are
derived for a large tube array free of wall effects. If the walls of
the test section are included in the wetted area calculation, the
volume porosity is unchanged and the volumetric hydraulic diam-
eter decreases 9% to 17.3 mm. However, while the wetted area
contributes to the hydraulic diameter, it is believed to have an
insignificant effect on the pressure drop because cross-flow resis-
tance is dominated by the form drag of the tubes. Therefore, the
infinite bundle hydraulic diameter of 18.8 mm has been used in
the data reduction calculations.

Experimental Description

Test Section. A sketch of the test section is shown in Fig. 2.
The test section consisted of a stainless steel rectangular duct,
30.48 cm �12 in.� �11.43 cm �4.5 in.� in cross section and
182.88 cm �72 in.� in length. The test section was horizontally
oriented, with the tubes parallel to the floor. The test section in-
cluded a flow straightener at the inlet, consisting of a perforated
plate followed by a bundle of 9.5 mm �3 /8 in.� OD thin walled
tubes. The test section contained 60 rows of tubes with six tubes

1Corresponding author.
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per row, arranged in a triangular pitch. The surface of the tubes
was nominally smooth. The rows alternate between a row with
five full tubes with two half tubes welded to the wall and a row
with six full tubes so that the flow area in each row is one-third of
the inlet flow area. Pressure tap locations are shown in Fig. 2; the
taps were flush to the sidewall of the test assembly. An acrylic
window was included in the test section for future visualization or
laser measurements.

Instrumentation. Calibrated differential Rosemount transduc-
ers were used to measure the pressure drop with an uncertainty of
�1% of reading or �0.01 psi, whichever was greater. Care was
taken to thoroughly bleed the transducers so that no air bubbles
were present. Measurements taken at zero flow confirmed that no
measurement bias due to trapped air was present �i.e., the data
indicated �0.01 psi at zero flow�.

A Venturi flow device calibrated for tube bundle Re�10,000
was used to measure the flow rate with an uncertainty of �1%.
The primary Venturi used to take the flow rate data was checked
with a second in-line Venturi and the two measurements agreed to
within 1% for the applicable range of the second Venturi �i.e.,
Re�100,000�. Standard Type-K thermocouples were used to
measure the water temperature �within �1.1°C�.

As a check of the pressure data accuracy, the ten bundle incre-
mental pressure drops were added together and compared to the
total plenum to plenum �P3–13. The difference was at most a 2%
error for the lowest flow tested. For higher flows where pressure
drops are greater, the difference was generally within two-tenths
of a percent.

Experimental Method for Obtaining Friction Factor. For
convenience in making comparisons, the incremental pressure
drops were converted to loss factors by dividing the pressure drop
by the dynamic head:

K =
�P

1

2
�V2

�3�

For the dynamic head, we used either the average velocity in the
tube gaps �VG� if the �P was in the bundle or the average velocity
in the unrodded part of the duct �0.333VG� if the �P was across
the perforated plate or flow straightener.

For comparison purposes, the loss factor is plotted versus posi-
tion in the test section in Fig. 3. All the data taken �i.e., at different
flows and temperatures� are plotted to show the overall trends as
well as the mean results. For Tap 3 to Tap 4, the pressure drop is
higher because the flow must be accelerated �by a factor of 3�
from the open duct velocity to the gap velocity. Conversely, for
Tap 12 to Tap 13, the flow decelerates by the same amount, caus-
ing a pressure recovery and a smaller loss factor.

It is also observed in Fig. 3 that, for the incremental pressure
drops within the bundle, the loss factor from tap 11 to tap 12 is
greater than the other seven bundle incremental loss factors by 5%
�on the average�. This may have been due to a flow perturbation at
the window, or possibly a defect in Tap 11 or 12, such as a burr.
For this reason, the friction factor was based on the sum of the
pressure drops from Tap 4 to Tap 11 rather than from Tap 4 to Tap
12. The Darcy friction factor is therefore defined as

f =
2�P4−11

��Q/AG�2

Dv

L4−11
�4�

Experimental Uncertainty in the Friction Factor. By propa-
gating errors through Eq. �4�, the error in friction factor can be
expressed in terms of the error in the measured parameters. Ne-
glecting density uncertainty and uncertainty in the length between
pressure taps,

	 f

f
=��	�P

�P
	2

+ 4
�	Q

Q
	2

+ � 	A

Agap
	2� + �	Dv

Dv
	2

�5�

The uncertainty for the pressure drop and flow rate measurements
within the calibrated range of the primary Venturi �i.e., Re
�11,000� was �1%. The effect on the flow area of a rod being at
an off nominal position was studied and showed that a 0.127 mm
error in rod the position resulted in less than a tenth of a percent
change in the gap flow area. From test section design tolerances,
the uncertainties in the flow area and hydraulic diameter were
estimated to be �1%. Using these values in Eq. �5�, the uncer-
tainty in friction factor is �3.2%. A similar propagation of errors
on Reynolds number yields

Fig. 1 Schematic of triangular tube array

Fig. 2 Test section schematic „not to scale…
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	Re

Re
=��	Q

Q
	2

+ � 	A

Agap
	2

+ �	Dv

Dv
	2

+ �	




	2

�6�

Based on the uncertainty in loop temperature ��1.1°C�, the un-
certainty in viscosity is �3% for the range of loop temperatures
studied. The overall uncertainty in Reynolds number is therefore
�3.5%.

Results and Discussion
The friction factor data �119 points in total� are plotted versus

Reynolds number in Fig. 4 with the error bars determined from
Eqs. �5� and �6�. Temperatures were varied from 10°C to 45°C to
extend the range of Reynolds number and to confirm that no tem-
perature sensitivities existed. The scatter in the data is seen to be
within the specified measurement uncertainty.

Also included in Fig. 4 are predictions from other sources to
provide context for the present data. The points for Zukauskas �3�
and Kays and London �7� were directly taken from the graphs

provided in those references. The Zukauskas method matched the
current tube geometry, while the Kays and London data closely
matched it �P /D=1.5 and S /D=1.25�. The correlations for
Idelchik, Chilton–Generaux, and Gunter–Shaw are summarized as
follows.

Idelchik Method. For 3�103�ReD�105,

f I = KReD
−0.27N �7�

S̄ =
�P − D�

���0.25P2 + S2� − D�
= 1 �8�

For P /D�1.44 and 0.1� S̄�1.7,

K = 3.2 + 0.66�1.7 − S̄�1.5 = 3.59 �9�

f = f I
Dv

L
�10�

Fig. 3 Loss factors versus position in the test section

Fig. 4 Cross-flow friction factor data versus other sources
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Re = ReD
Dv

D
�11�

Chilton and Generaux Method. For 50�ReG�2�104,

fC−G = 3ReG
−0.2N �12�

f = fC−G
Dv

L
�13�

Re = ReG
Dv

G
�14�

Note that the correlation was based on the data for 1.25� P /D
�5.

Gunter–Shaw Method. For isothermal flow in an equally
spaced triangular tube array and 5�102�Rev�3�105,

f = 1.92Rev
−0.145�Dv

P
�0.4

�15�

As seen in Fig. 4, the data are best matched overall by Idelchik,
especially for Re�80,000. For Re�80,000, the data slightly de-
part from Idelchik and exhibit a curvature similar to Zukauskas.
The Kays and London data are in excellent agreement within the
range 10,000�Re�23,000 and Chilton–Generaux is noticeably
higher. Except for Chilton–Generaux, which has no explicit sen-
sitivity to pitch or spacing ratios, it is unclear why such variation
exists. As far as the data are concerned, differences in working
fluid, errors in density or viscosity, flow-pressure measurement
errors, unknown wall effects, variations in tube pitch and/or spac-
ing, limited number of tube rows, and uncertainties in surface
roughness are possible culprits, all of which make it difficult to
obtain universal correlations. It does appear that for most accurate
results, testing in the particular geometry of interest is recom-
mended. Based on this, a new correlation was developed for our
data as follows:

f =�
3.6862

Rev
0.2337 if Rev � 27,582

0.1527 + 0.818�1 − �Rev

106 �0.3532	4.4974

if 27,582 � Rev � 106

0.1527 if Rev � 106
 �16�

Note that the significant digits in the correlation are necessary to
maintain a continuous function. Also, note that the traditional
power law relationship between f and Re accurately matches the
data up to Re of about 30,000 �where fitting yields f
=3.6862 /Re0.2337�. At higher Re, the alternative equation shown
above was required to obtain a good fit.

This fit matches the data to within �5% �effectively the uncer-
tainty of the data�, and the rms error in f is 0.00393. In practice,
Eq. �16� is valid for Reynolds numbers ranging from 10,000 to
250,000, where the data were taken. The use of the correlation
outside the data range should take into consideration additional
uncertainty. However, based on the trends observed in the
Zukauskus correlation �which is based on air data up to a million
Re�, the correlation may be extrapolated up to a million Reynolds
number. For Re greater than a million, a constant value of f
=0.1527 is assumed, based on similar high Re trends in the
Zukauskus correlation and the present data.

As a sensitivity study, the pressure drop across the tube bundle
was calculated using the friction factors from Eq. �16� and com-
pared to the pressure drop for the hypothetical case with the tubes
removed and flow held constant. The results are presented in
Table 1 for a wide range of Reynolds number, indicating a �P

ratio between 1000 and 1400. Thus, even though the tube bundle
friction factor is only an order of magnitude higher than the stan-
dard duct friction factor, the effective viscous blockage of the
tubes contributes to an overall pressure drop that is three orders of
magnitude higher.

Conclusions
Experiments have been carried out to determine the friction

factor for cross flow in an equally spaced triangular tube array
with P /D=1.5. These data extend the Reynolds number range of
previous data taken by Kays and London in a similar tube geom-
etry by a factor of 10 �up to Re=250,000�. In the overlap region
between data sets �10,000�Re�22,500�, excellent agreement
was noted. However, there is a wide variation in prediction of
pressure drop in this geometry when employing available correla-
tions, that is, nearly a factor of 2 in friction factor. The Idelchik
correlation best matched the data for Re�80,000, while the
Zukauskas method best matched the shape of the data between
10,000�Re�250,000. A new correlation was presented, which
matches the data to within �5% over the full Reynolds number
range. Since there are numerous factors that impact the overall
friction factor, particularly tube spacing and surface roughness,

Table 1 Calculated pressure drop in the test section described in Fig. 2 for two cases: with and without tubes. The temperature
was taken as 20°C; with tubes: L /Dv=5.27, A=0.0116 m2; without tubes: L /DH=0.6, A=0.035 m2.

Q
�m3 /s�

With tubes Without tubes

�PratioRe f V �m/s� �P �kPa� Re f V �m/s� �P �Pa�

0.006 10,500 0.423 0.56 0.35 30,568 0.024 0.19 0.25 1417
0.031 50,000 0.273 2.66 5.09 145,560 0.017 0.88 3.96 1284
0.062 100,000 0.211 5.32 15.76 291,120 0.015 1.76 13.62 1158
0.154 250,000 0.164 13.30 76.53 727,799 0.013 4.41 72.87 1050
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future testing in a variety of tube configurations may allow for
construction of a more accurate, general correlation that covers a
wider range of tube geometries.
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Nomenclature
A  cross flow area, m2

AG  flow area in gap between tubes, m2

D  tube outside diameter �mm�
Dv  tube bundle hydraulic diameter, defined volu-

metrically �mm�
f  darcy friction factor, based on Dv

G  gap spacing between tubes �mm�
N  number of tube rows between �P taps
P  distance between tubes centers �pitch, mm�
Q  volumetric flow rate �m3 /s�

Re  Reynolds number, based on gap velocity and
hydraulic diameter

ReD  Reynolds number, based on gap velocity and
tube diameter

ReG  Reynolds number, based on gap velocity and
gap spacing

S  row to row spacing between tubes �in.�
VG  average velocity in the gaps between tubes

�m/s�
�  density �kg /m3�
�  dynamic viscosity �kg/s m�

  kinematic viscosity �m2 /s�

�P  pressure drop �Pa�
�v  volume porosity
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One-Dimensional Analysis of Full
Load Draft Tube Surge
One-dimensional stability analysis of a hydraulic system composed of a penstock, a
runner, and a draft tube was carried out to determine the cause of the full load draft tube
surge. It is assumed that the cavity volume at the runner exit is a function of the pressure
at the vortex core evaluated from the instantaneous local pressure at the runner exit and
an additional pressure decrease due to the centrifugal force on the swirling flow. It was
found that the diffuser effect of the draft tube has a destabilizing effect over all flow rates,
while the swirl effects stabilize/destabilize the system at larger/smaller flow rates than the
swirl-free flow rate. Explanations of the destabilizing mechanism are given for the dif-
fuser and swirl flow effects. �DOI: 10.1115/1.2903475�

1 Introduction

Securing stable operation is one of the most important issues in
hydraulic power generation systems. At part load, a draft tube
surge occurs when the frequency of the vortex rope whirl agrees
with the resonant frequency of the hydraulic system �1–4�. It is
also known that a surge can occur even at full load �5� and the
cause is still not clear. Koutnik and Pulpitel �6� simulated the full
load surge by representing the effect of the cavitation in the draft

tube by using cavitation compliance C=−�Vc /�pD and mass flow
gain factor �=−�Vc /�QD, where Vc is the volume of the cavity
and pD and QD are the pressure and flow rate downstream of the
cavity. It was shown that the instability occurs when the absolute
value of the negative mass flow gain factor is larger than a certain
value, which depends on the value of the cavitation compliance
and system head losses. This model was combined with the nu-
merical analysis software SIMSEN to analyze the full load surge
observed in a real plant �7�.

Although Refs. �6,7� show that a full load surge can be success-
fully simulated by using an appropriate value of the mass flow
gain factor, the flow mechanism determining the value of the mass
flow gain factor is not clear yet. The present study is intended to
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clarify the diffuser effect of the draft tube and the effects of swirl
in the downstream of the runner on the hydraulic instabilities in
power generation plants.

2 Analytical Model
We consider a system composed of an inlet pipe of length Li

and area Ai, a turbine runner, and a draft tube with the inlet and
exit areas Ac and Ae, respectively, as shown in Fig. 1. It is as-
sumed that a cavity of volume Vc appears downstream of the
turbine and upstream of the draft tube. Then, from continuity, the
following relation exists between upstream and downstream flow
rates Q1 and Q2:

Q2 − Q1 = dVc/dt �1�
Under constant runner speed and guide vane opening, we can

represent the runner by a resistance with a constant loss coeffi-
cient �T, which depends on the guide vane opening. If we assume
the incompressible flow, the following equation can be obtained
from the unsteady version of Bernoulli’s equation applied to the
upstream pipe:

pinlet = pa + �
Li

Ai

dQ1

dt
+ �

�T

2Ai
2Q1

2 �2�

where pinlet is the pressure at the pipe inlet and pa is the pressure
at the runner discharge. The loss in the pipe can be included in �T.
By applying the unsteady version of Bernoulli’s equation to the
draft tube, we obtain

pa = pexit + �
Le

Ae

dQ2

dt
+ �

�2 − D

2Ae
2 Q2

2 �3�

where Le=��Ae /A�s��ds is the effective length of the draft tube,
Ae is the exit area of the draft tube, D= �Ae /Ac�2−1 is the diffu-
sion factor, Ac is the inlet area of the draft tube, and �2 is the loss
coefficient of the draft tube. For simplicity, �2 is assumed to be
constant although it may depend on the swirl of the discharge flow
�8�.

At off-design operating point, the discharge flow from the run-
ner swirls and a vortex is formed. If the pressure pc at the vortex
center is lower than the vapor pressure, a cavity will appear. The
volume of the cavity can be considered to be a function of the
core pressure pc,

Vc = Vc�pc� �4�
Due to the centrifugal force on the swirling flow, the core pressure
pc is lower than the ambient pressure pa and can be expressed as

pc = pa − ��c�2
2 �5�

Here, c�2 is a representative swirl velocity and � is a pressure
coefficient for the swirl effects. If we assume a Rankine combined
vortex with the core radius a and the outer radius R, � is deter-
mined to be �= �R /a�2−1 /2, with c�2 evaluated at the outer radius
R, although the real flow from the runner is much more compli-
cated �8�.

From the velocity triangle at the runner discharge, we obtain

c�2 = cm2 cot �2 − U2 =
Q1

S
cot �2 − U2 �6�

where cm2 is the meridional velocity at the runner exit, �2 is the
runner exit vane angle, S is the runner exit area, and U2 is the
runner exit peripheral speed.

By putting Eqs. �3� and �6� in Eq. �5�, we obtain

pc = pexit + �
Le

Ae

dQ2

dt
+ �

�2 − D

2Ae
2 Q2

2 − ��� cot �2

S
Q1 − U2�2

�7�

We define the cavitation compliance C by

C = − dVc/dpc �8�
Then, the continuity equation �1� can be expressed as

Q2 − Q1 = dVc/dt = �dVc/dpc��dpc/dt� = − C�dpc/dt�

= − �C
Le

Ae

d2Q2

dt2 + �C
D − �2

Ae
2 Q2

dQ2

dt

+ 2�C�
cot �2

S
� cot �2

S
Q1 − U2�dQ1

dt
�9�

The second term with dQ2 /dt represents the diffuser effect corre-
sponding to the mass flow gain factor. If the discharge flow Q2 is
increased, the ambient pressure pa is decreased if the diffuser
effect D is larger than the loss �2, resulting in an increase in cavity
volume. The third term with dQ1 /dt represents the effect of swirl.
This term may also be called the “mass flow gain factor” but this
term is associated with the upstream flow Q1. At flow rates higher
than design �Q1�U2S tan �2�, the tangential velocity c�2 and the
cavity volume increase as the upstream flow rate Q1 is increased.
The opposite result is obtained at a smaller flow rate.

By putting Eq. �3� in Eq. �2�, we obtain

pinlet = pexit + �
Le

Ae

dQ2

dt
+ �

�2 − D

2Ae
2 Q2

2 + �
Li

Ai

dQ1

dt
+ �

�T

2Ai
2Q1

2

�10�
Equations �9� and �10� are the fundamental equations in deter-

mining Q1�t� and Q2�t�. For stability analysis, we assume Q1

= Q̄1+ Q̃1�t�, Q1= Q̄2+ Q̃2�t� and Q̄1� Q̃1�t�, Q̄2� Q̃2�t�. By as-

suming Q̄1= Q̄2= Q̄, the unsteady parts of Eqs. �10� and �9� can be
expressed as

0 = �
Le

Ae

dQ̃2

dt
+ �

�2 − D

Ae
2 Q̄Q̃2 + �

Li

Ai

dQ̃1

dt
+ �

�T

Ai
2Q̄Q̃1 �11�

Q̃2 − Q̃1 = − �C
Le

Ae

d2Q̃2

dt2 + �C
D − �2

Ae
2 Q̄

dQ̃2

dt

+ 2�C�
cot �2

S
� cot �2

S
Q̄ − U2�dQ̃1

dt
�12�

Here, we assume Q̃1= Q̃1,0ej	t, Q̃2= Q̃2,0ej	t, where j is an
imaginary unit and we consider that the real parts of complex
quantities have physical meanings. If we put these expressions in
Eqs. �11� and �12�, we obtain a set of homogeneous linear equa-

tions in terms of Q̃1,0 and Q̃2,0. The characteristic equation is
obtained by setting the determinant of the coefficient matrix of the
linear equations to zero:

Fig. 1 Hydraulic system for the analysis
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− ��Li

Ai

�Le

Ae
C��j	�3 − ���T

Ai
2 Q̄

�LeC

Ae
−

�Li

Ai

�C

Ae
2 �D − �2�Q̄

+ 2�C�
cot �2

S
� cot �2

S
Q̄ − U2��Le

Ae
	�j	�2 + �−

�Le

Ae
−

�Li

Ai

+
��T

Ai
2

�C

Ae
2 �D − �2�Q̄2 − 2�C�

cot �2

S
� cot �2

S
Q̄

− U2����2 − D�
Ae

2 Q̄	�j	� + �−
���2 − D�

Ae
2 Q̄ −

��T

Ai
2 Q̄	 = 0

�13�

Equation �13� is a third order equation in terms of j	 with real
coefficients. From the characteristic equation �13�, we can deter-
mine the complex frequency 	=	R+ j	I. The expression ej	t

=ej	Rt ·e−	It shows that the real part 	R gives the frequency and
the imaginary part 	I gives the damping rate.

By taking the complex conjugate of Eq. �13�, we can show that
if 	1=	1R+ j	1I is a solution of Eq. �13�, then 	2=−	1R+ j	1I is
another solution. The solutions 	1 and 	2 are practically the same
solutions with the same frequency 	1R and the common damping
	1I. This also requires that the real part of the third solution be
zero �	3R=0�. So, the solutions can be expressed as 	1=	1R

+ j	1I, 	2=−	1R+ j	1I, and 	3= j	3I.
Since Eq. �13� is a third order equation in terms of j	 with real

coefficients, Hurwitz’s criterion can be applied to obtain the sta-
bility condition:

� �T

Ai
2Q̄

Le

Ae
−

Li

Ai

D − �2

Ae
2 Q̄ + 2�

cot �2

S
� cot �2

S
Q̄ − U2�Le

Ae
	 
 � Le

Ae

+
Li

Ai
−

�T

Ai
2

�C

Ae
2 �D − �2�Q̄2 − 2�C�

cot �2

S
� cot �2

S
Q̄

− U2� �D − �2�
Ae

2 Q̄	 �
Li

Ai

Le

Ae
� �2 − D

Ae
2 +

�T

Ai
2	Q̄ �14�

Equation �14� can be used to determine the stable/unstable flow
rate regions. However, the equation is rather complicated and we
discuss the stability mainly based on the direct solution of the
characteristic equation �13�.

3 Causes of Instability

3.1 Diffuser Effect of the Draft Tube. Equation �12� can be
written as

�C
Le

Ae

d2Q̃2

dt2 + �C
�2 − D

Ae
2 Q̄

dQ̃2

dt
+ Q̃2

= Q̃1 + 2�C�
cot �2

S
� cot �2

S
Q̄ − U2�dQ̃1

dt
�15�

If we consider the case of Q̃1=0, negative damping occurs
when

D � �2 �16�
This is caused by the diffuser effect of the draft tube. The

frequency is given by

	e =
 Ae

�LeC
�17�

This mechanism can be explained as follows. We consider the
case when Q2 is increased. From Eq. �3�, pa will decrease if D
��2 due to the diffuser effect, and the cavity volume Vc is in-
creased. Then, Eq. �1� shows that Q2 is increased further if Q1 is
kept constant. This positive feedback is the cause of the instability
due to the diffuser effect.

3.2 Swirl Effect. We differentiate Eq. �11� with t and repre-

sent d2Q̃2 /dt2 with other terms. By putting it into Eq. �12�, we
obtain the following equation:

�C
Li

Ai

d2Q̃1

dt2 + ��C
�T

Ai
2Q̄ + 2�C�

cot �2

S
� cot �2

S
Q̄ − U2�	dQ̃1

dt
+ Q̃1

= Q̃2 �18�

Here, we consider the case with Q̃2=0. The first term of the mul-

tiplier on dQ̃1 /dt shows the damping caused by the resistance of
the runner. The second term representing the effect of swirl be-
comes negative or positive depending on the value of tangential

velocity c�2=cm2 cot �2−U2= �Q̄ /S�cot �2−U2. The tangential ve-
locity becomes zero at the flow rate Qsf=SU2 tan �2 and this is
called the swirl-free flow rate. At a flow rate smaller than the
swirl-free flow rate Qsf, the swirl causes instability by reducing
the damping coefficient. At a larger flow rate than the swirl-free
flow rate, the swirl enhances damping. These effects can be ex-
plained as follows.

The velocity triangle at the runner exit is shown in Fig. 2 for
three flow rates Qa, Qsf, and Qb. At smaller flow rate Qa, the
absolute value of the tangential velocity will decrease if the flow
rate Qa is increased. Then, the pressure in the vortex core will
increase and the cavity volume is decreased. The continuity equa-
tion �1� shows that the inlet flow rate Qa is increased further. This
positive feedback is the cause of the instability. At larger flow rate
Qb the tangential velocity increases if the flow rate is increased.
Then, the core pressure is decreased and the cavity volume is
increased. This results in the decrease in the upstream flow rate
Q1. This negative feedback is the cause of the stabilizing effect at
a higher flow rate.

3.3 Energy Balance. We consider the displacement work of
the cavitation region,

E =� pa�Q2 − Q1�dt =� paQ2dt −� paQ1dt = E2 − E1

�19�

under a steady oscillation condition. The pressure pa near the
cavitation region can be evaluated from Eq. �2� or �3�. Here, we
separate each quantity pa into steady p̄a and unsteady p̃a0ej	t com-

ponents and assume p̃a0� p̄a. We put Q1= Q̄1+ Q̃10ej	t in Eq. �2�
and obtain

p̄a = pinlet − �
�T

2Ai
2Q̄2 �20�

p̃a = − �
Li

Ai
j	Q̃1 − �

�T

Ai
2Q̄1Q̃1 �21�

and Eq. �3� leads to

p̄a = pexit + �
�2 − D

2Ae
2 Q̄2

2 �22�

Fig. 2 Velocity triangle at the runner exit for three flow rates
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p̃a = �
Le

Ae
j	Q̃2 + �

�2 − D

Ae
2 Q̄2Q̃2 �23�

First, we consider the upstream energy transfer within a period
T,

E1 =�
0

T

paQ1dt =�
0

T

�p̄a + p̃a��Q̄1 + Q̃1�dt = p̄aQ̄1T +�
0

T

p̃aQ̃1dt

= Ē1 + Ẽ1 �24�

In the same way,

E2 =�
0

T

paQ2dt = p̄aQ̄2T +�
0

T

p̃aQ̃2dt = Ē2 + Ẽ2 �25�

We consider the unsteady displacement work Ẽ1 and Ẽ2.

Using expression �21�, we obtain the upstream work Ẽ1 as fol-
lows:

Ẽ1 =�
0

T

p̃aQ̃1dt = − �
Li

Ai
�

0

T

�j	Q̃1�Q̃1dt − �
�T

Ai
2Q̄1�

0

T

Q̃1Q̃1dt

= − �
�T

Ai
2Q̄1�Q̃10�2

�

	
�26�

By using Eq. �23�, we obtain

Ẽ2 = �
�2 − D

Ae
2 Q̄2�Q̃20�2

�

	
�27�

So,

Ẽ = Ẽ2 − Ẽ1 = �Q̄
�

	
� �2 − D

Ae
2 �Q̃20�2 +

�T

Ai
2 �Q̃10�2� �28�

This means that the displacement work is dissipated by the up-
stream and downstream resistances.

The above discussions are based on the dynamics of the up-
stream and downstream flow channels. Equations �21� and �23� do
not include the dynamics of cavitation. To clarify the contribution
of cavitation, we use the continuity equation under cavitation, Eq.
�12�,

Q̃2 − Q̃1 = − �C
Le

Ae

d2Q̃2

dt2 + �C
D − �2

Ae
2 Q̄

dQ̃2

dt

+ 2�C�
cot �2

S
� cot �2

S
Q̄ − U2�dQ̃1

dt
�29�

By appropriately using Eqs. �21� and �23�, we obtain

Ẽ =�
0

T

p̃a�Q̃2 − Q̃1�dt = − �
Li

Ai
2�C�

cot �2

S
� cot �2

S
Q̄1

− U2�	2�

	
�Q̃10�2 �30�

By equating Eqs. �28� and �30�, we obtain

�Q̄
�

	
� �2 − D

Ae
2 �Q̃20�2 +

�T

Ai
2 �Q̃10�2�

= − �
Li

Ai
2�C�

cot �2

S
� cot �2

S
Q̄ − U2�	2�

	
�Q̃10�2 �31�

Equation �31� shows the following.

�1� The displacement work by the cavity due to swirl shown by
the right hand side should be dissipated by the resistance in
the upstream and downstream.

�2� With D=�2, steady oscillation is possible only for Q̄1
SU2 tan �2.

�3� With �=0, steady oscillation is possible only for D=�2

+Ae
2 /Ai

2�Q̃10 / Q̃20�2�T.
�4� The cavity provides energy only through the swirl flow

effects. With the diffuser effects, the energy is provided by
the diffuser and the cavity does not contribute to the energy
supply. The cavity is needed only for constituting a vibra-
tion system.

5 Numerical Results
The values of the parameters used for sample calculations are

given in the nomenclature. These values are determined by con-
sidering a test facility at EPFL and used for sample calculations as
standard values except for the parameters specified for each case.
The value of the loss coefficient �T representing the effect of the
runner was determined by assuming that the applied head H

equals the loss head ��T /2g��Q̄ /Ai�2 across the runner. The value
of the cavitation compliance C was determined so that the fre-
quency given by Eq. �17� becomes 0.16 times the rotational fre-
quency of the impeller, fn.

The swirl-free flow rate Qsf, which gives no swirl at the runner
exit, is calculated to be

Qsf = SU2 tan �2 = 0.618 m3/s

5.1 Mode of Oscillation. The ratio of the amplitudes of the
flow rate fluctuation in the upstream and downstream can be de-
termined from Eq. �11� to be

Q̃1,0

Q̃2,0

= − ����2 − D�
Ae

2 Q̄ +
�Le

Ae
j		���T

Ai
2 Q̄ +

�Li

Ai
j		 �32�

Since ��2−D� /Ae
2��T /Ai

2 and Le�Li, inlet flow rate fluctuation

Q̃1 is much smaller than the outlet flow rate fluctuation Q̃2. In this

case, Eq. �15� with Q̃1=0 is expected to give a good
approximation.

Table 1 shows the result for the standard case. Third order
equation shows the results from Eq. �13� and second order equa-

tion shows the results from Eq. �15� with Q̃1=0. The third order
equation has solutions 	1 and 	2 with the same imaginary part,
and positive and negative real parts with the same absolute value.
The real part of 	3 is zero and the imaginary part is positive,
suggesting an exponentially decaying mode. This shows that the
third order characteristic equation �13� gives substantially only

one oscillatory mode. As expected, �Q̃1,0 / Q̃2,0� is much smaller
than 1 for 	1 and 	2. The second order equation �15� also gives
the solutions 	1 and 	2 with positive and negative real parts with
the same absolute value. We discuss about the absolute value of
the real part of 	1 and 	2 as the frequency and the common
imaginary part of 	1 and 	2 as the damping rate. The difference
of the values of 	1 and 	2 from the second and third equations is

not as small as expected from the small value of �Q̃1,0 / Q̃2,0�. This

Table 1 Solutions of characteristic equations for the standard
case

Third order equation, Eq. �13�

	1,2= �13.14−5.17j Q̃1,0 / Q̃2,0=−0.0217�0.018j
	3=0+1.88j Q̃1,0 / Q̃2,0=−0.303�0j

Second order equation, Eq. �15�
	1,2= �12.33−2.34j Q̃1,0 / Q̃2,0=−0.0228�0.015j
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shows that the swirl has a significant effect even if the upstream
flow rate fluctuation is small, perhaps caused by larger values of
cot �2=3.17 and �=10.

5.2 Effects of Mean Flow Rate and Contributions of Dif-

fuser and Swirl Effects. A large effect of mean flow rate Q̄ on the
instability is expected from the discussion in the last section. So,
the effect of flow rate is examined from the numerical results from
Eq. �13�. Here, the head is assumed to be constant and the mean

flow rate Q̄ is changed by changing the value of �T. Figure 3
shows the results with three values of the pressure coefficient of
swirl �. With the standard value �=10, the instability occurs for

Q̄0.760 m3 /s or Q̄�0.889 m3 /s, which includes the standard
flow rate Qs=0.51 m3 /s and the swirl-free flow rate Qsf

=0.618 m3 /s. For Q̄0.76 m3 /s, the value of �Q̃1,0 / Q̃2,0� is

smaller but it increases significantly for Q̄�0.889 m3 /s. With
smaller values of �=5 and �=1, 	I is negative for all flow rates

Q̃ shown. To understand this result, diffuser effects and the swirl
effects are examined independently.

First, calculations were made with �=0 to examine the diffuser
effects and the results are shown in Fig. 4 with various values of
the diffusion factor D. Dstand=27.7 is the standard value of the
diffusion factor. We should note that small but positive damping
	I�0 is obtained for the case of D−�2=0. This shows that the
diffuser effect represented by D is the cause of the instability. For
D=Dstand and D=0.5Dstand, the instability occurs for all flow rates
and the amplifying rate −	I increases with the flow rate and the
value of the diffusion factor D. This is expected from the damping
term in Eq. �15�.

Second, the effect of swirl is examined by setting D−�2=0 and
the results with several values of swirl pressure coefficient � are

shown in Fig. 5. Equation �18� with Q̃2=0 suggests that the up-

stream resonant frequency 	i=
Ai /�LiC=2.13 rad /s. However,
the frequency is closer to the downstream resonant frequency 	e

=
Ae /�LeC=12.56 rad /s of Eq. �17�.
The critical flow rate at which the damping coefficient on

dQ̃1 /dt in Eq. �18� becomes zero is obtained to be Q̄
=0.569 m3 /s. However, the critical flow rate with 	I=0 shown in
Fig. 5 is closer to the swirl-free flow rate Qsf=0.618 m3 /s irre-
spective of the value of �. The damping rate 	I is nearly propor-
tional to the value of �. For the case of D−�2=0, Hurwitz’s cri-
terion �14� reduces to

Q̄ �
2�U2 cot �2/S

�T

Ai
2 + 2�� cot �2

S
�2

− � �T

Ai
2

Li

Ai
��Le

Ae
+

Li

Ai
� �33�

For the present case with Li /Ai�Le /Ae, the third term in the
denominator on the right hand side almost cancels the first term
and Eq. �20� can be approximated by

Q̄ �
2�U2 cot �2/S
2��cot �2/S�2 = SU2 tan �2 = Qsf �34�

These results show that in real cases with Li /Ai�Le /Ae, the
swirl effect causes the instability at smaller flow rates than the
swirl-free flow rate irrespective of the larger loss coefficient �T of
the runner. This result is in good agreement with Dorfler’s study
�9�, which indicates that the self-excited surge can also occur at a
low flow rate. The amplitude of the upstream flow rate fluctuation
is much smaller and the frequency is closer to the downstream
resonant frequency 	e.

If we consider the case with D−�2=0 and �T=0, the character-
istic equation �13� is reduced to

Fig. 3 Effects of mean flow rate Q̄ under standard conditions

Fig. 4 Effects of diffusion factor D under �=0

Fig. 5 Effects of pressure coefficient of swirl � under D−�2=0
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− ��Li

Ai

�Le

Ae
C�	2 + j�2�C� cot �2

S
� cot �2

S
Q̄ − U2��Le

Ae
		

+ ��Le

Ae
+

�Li

Ai
	 = 0 �35�

This equation shows that the damping is caused by the swirl ef-
fects and the resonant frequency is given by

	r =
 Le/Ae + Li/Ai

�C�Li/Ai��Le/Ae�
�36�

We obtain the downstream resonance with 	r=	e=
Ae /�CLe for
Li /Ai�Le /Ae and the upstream resonance with 	r=	i

=
Ai /�CLi for Li /Ai�Le /Ae. This shows that the swirl effect can
cause both upstream and downstream flow oscillations although
the upstream flow rate fluctuation is essential in the positive feed-
back loop of the instability through the swirl.

In order to discuss about the combined effects of the diffusion
and the swirl, we compare the results shown in Figs. 3–5. The
similarity of the plots of 	R in Figs. 3 and 5 shows that the swirl
has the most significant effects on the frequency 	R under stan-
dard conditions. The comparison of the plots of 	I shows that 	I
for the standard case in Fig. 3 approximately equals the sum of
those in Fig. 4 with D=Dstand and in Fig. 5 except for the case of

�=10 with a larger value of Q̄. The examination of �Q̃1,0 / Q̃2,0� in
each figure shows that the value is generally small but relatively

larger values are obtained at larger values of Q̄ with �=10 for the
general case shown in Fig. 3. This and the behavior of 	I in Fig.

3 for the case of �=10 with larger value of Q̄ are considered to be
a result of the combined effects of diffusion and swirl.

6 Conclusion
It was found that the diffuser effect of the draft tube destabilizes

the hydraulic system over the entire flow range. The swirl flow
from the runner stabilizes/destabilizes the system above/below the
swirl-free flow rates. In both cases, the frequency of oscillation is
determined from the compliance of the cavitation and the inertial
length of the draft tube. For general cases with larger penstock
length and runner resistance, the amplitude of the flow rate fluc-
tuation is much larger in the downstream of the runner as com-
pared to that in the upstream. The analysis can be applied not only
to the full load surge but also to the part load surge, which has
been considered to be a forced oscillation due to the vortex rope
whirl.

Further research is needed to correlate these findings with ex-
perimental observations in real hydropower systems. Various sim-
plifying assumptions have been made in this study. For the appli-
cation to a real system, we need to take into account the flow
compressibility effects in the penstock. For lower frequency os-
cillations, we may need to take into account the changes in the
runner speed and guide vane opening. Swirl in the draft tube may
mitigate the flow separation and thus reduce the value of draft
tube resistance �2 �8�. At a higher mean flow rate than design, this
effect might destabilize the system, and the stability would be
enhanced at lower flow than design. These effects should be clari-
fied in future study.
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Nomenclature

Standard Value
Ac=0.125 m2 � draft tube inlet area

Ai=0.22 m2 � inlet pipe area
Ae=0.67 m2 � draft tube exit area

C=97.2
10−7 m4 s2 /kg � cavitation compliance
c2 � runner exit absolute velocity

cm2 � runner exit meridional velocity
c�2 � runner exit tangential velocity

D= �Ae /Ac�2−I=27.7 � diffusion factor of draft tube
d=0.4 m � runner exit diameter

fn=12.5 Hz � rotational speed
H=14.8 m � head
Le=4.36 m � effective length of draft tube

Li=50 m � inlet pipe length
p � pressure

Q=0.51 m3 /s � flow rate
Qsf=0.618 m3 /s � swirl-free flow rate

Q̄ � steady part of flow rate

Q̃ � unsteady part of flow rate
S=0.125 m2 � runner exit area

U2=15.7 m /s � runner exit circumferential
velocity

Vc � volume of cavity
�=10 � pressure coefficient of swirl

�2=17.5 deg � runner exit blade angle
�=1000 kg /m3 � fluid density

	=	R+ j	I � complex frequency
�2=0.207 � loss coefficient of draft tube
�T=54.2 � runner resistance
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Fractional Maxwell Model
The oscillating flow of the viscoelastic fluid in cylindrical pipes has been applied in many
fields, such as industries of petroleum, chemistry, and bioengineering. It is studied using
the fractional derivative Maxwell model in this paper. The exact solution is obtained
utilizing a simpler and more reasonable technique. According to this velocity solution, the
time-velocity profile of one kind of viscoelastic fluid is analyzed. From analysis, it is
found that the flow behaves like the Newton fluid when the oscillating frequency is low,
and the flow reversal occurs when the oscillating frequency is high. Moreover, two series
approximations for the velocity are obtained and analyzed for different model param-
eters. In one series approximation, the velocity is parabolic in profile, while in the other
series approximation, the velocity presents three characteristics: (1) it is independent of
radius and at the centerline is smaller than that of steady Poiseuille flow, (2) the phase
lags about 90 deg with respect to the imposed pressure gradient, and (3) the Richardson
annular effect is found near the wall. �DOI: 10.1115/1.2903517�
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1 Introduction
The oscillating flow of the viscoelastic fluid in cylindrical pipes

has been applied in many fields, such as industries of petroleum,
chemistry, and bioengineering. Using Maxwell model, the prob-
lem has been discussed by several authors �1–3�. However, it is
difficult to suggest a model, which can exhibit all properties of
viscoelastic fluid. For this reason, many models have been pro-
posed and most of them are empirical or semiempirical. Recently,
fractional calculus has encountered much success in the descrip-
tion of viscoelasticity �4–9�. Using the Riemann–Liouville frac-
tional calculus operators to replace the time derivative of the in-
teger order of the Maxwell model, the fractional derivative
Maxwell model is obtained. This generalization allows one to de-
fine precisely noninteger order derivatives for different materials.
Moreover, experimental research has illustrated that a better
agreement of the experimental data could be achieved with the
fractional Maxwell model than the ordinary Maxwell model �4,5�.

Because of the advantages above mentioned, Tan �10� studied
four unsteady flows of a viscoelastic fluid with the fractional de-
rivative Maxwell model between two infinite parallel plates.
Hayat �11� discussed three types of unidirectional flows induced
by general periodic oscillations of a plate using the fractional
derivative Maxwell model. Yin �12� solved the oscillating flow of
a viscoelastic fluid in a pipe with the fractional derivative Max-
well model. Qi �13� calculated the unsteady flow of the viscoelas-
tic fluid in a channel.

The purpose of this paper is to study the oscillating flow of the
viscoelastic fluid in an infinite pipe using the fractional derivative
Maxwell model. The exact solution of the flow is obtained. This
solution has been obtained by Yin �12� using the Laplace trans-
form and the inverse Laplace transform, but it is complicated. In
this paper, it is solved using a simpler and clearer technique. Sub-
sequently, two series approximations for the velocity of oscillating

flow are calculated and analyzed. Some new physical phenomena
are found for the viscoelastic fluid oscillating flow.

2 Governing Equation
A transient one-directional oscillating Poiseuille flow of an in-

compressible viscoelastic fluid in a tube with the radius of R under
a periodic pressure gradient is studied. The well-known fractional
derivative Maxwell model that can describe the above viscoelastic
fluid can be written as Eq. �1�. Further and detailed information
could be referred to Refs. �10–14�.

� + �����

�t� = G�����

�t� �1�

where � is the shear stress, and � is the rate of shear straining.
�=� /G is the relaxation time, in which G is the shear modulus,
G�0, and � is the viscosity constant. � and � are, respectively,
the stress derivative and the strain derivative, and the span of their
values is between zero and unity. Moreover, the condition ���
should be satisfied owing to the thermodynamics consistency �14�.
When �=�=1, it can be simplified as the Maxwell model.

Because the oscillating flow in a pipe is symmetrical, the ve-
locity has only z directional component in the cylindrical coordi-
nate system �r ,� ,z�, i.e.,

u = uz�r,t�ez �2�

where z is the coordinate along the centerline of the pipe, r is the
radial distance from the centerline, and ez is the unit vector in the
z direction. Moreover, only the �rz component of the stress tensor
is nonzero. So Eq. �1� can be written as

�rz�t� + �����rz�t�
�t� = G�� ��−1

�t�−1

�uz

�r
�3�

and the momentum equation in the absence of body force is

	
�uz

�t
= −

�p

�z
+

��rz

�r
+

1

r
�rz �4�

where 	 is the density of the viscoelastic fluid. No-slip boundary
condition is
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uz�R,t� = 0 �5�

Eliminating �rz in Eqs. �3� and �4�, the governing equation for
uz is obtained as follows:

	
�uz

�t
+

�p

�z
+ �� d�

dt��	
�uz

�t
+

�p

�z
� = G�� d�−1

dt�−1� �2uz

�r2 +
1

r

�uz

�r
�

�6�

3 Exact Solution of the Oscillating Pipe Flow
For the oscillating flow, the pressure gradient can be assumed

as

�p

�z
= − 	K exp�i
t� �7�

where 	, K, and 
 are constants. The velocity can be assumed as

uz�r,t� = ��r�exp�i
t� �8�
Substituting Eqs. �7� and �8� into Eq. �6� gives

r2�2�

�r2 + r
��

�r
−

�1 + �i�
���r2

���i�
��−2 �� −
K

i

� = 0 �9�

where �=� /	.
Two function transforms are introduced as

w�r� = ��r� − K/i
 �10�

r� = r �11�
where

2 = − �1 + �i�
���/���i�
��−2

= −

1 + ��
���cos
��

2
+ i sign 
 sin

��

2
�

����
��−2�cos
�� − 2��

2
+ i sign 
 sin

�� − 2��
2

�
�12�

According to Eqs. �10� and �11�, by making the transformation
of variables to Eqs. �5� and �9�, respectively, the corresponding
no-slip condition becomes

w�R�� = − K/i
 �13�
and the governing equation becomes

�r��2 �2w

��r��2 + r�
�w

�r�
+ �r��2w = 0 �14�

Equation �14� is the standard zeroth order Bessel function equa-
tion. So the value of the velocity can be easily obtained from Eqs.
�10�, �13�, and �14�, shown as

��r� =
K

i

�1 −

J0�r�
J0�R�

� �15�

Substituting Eq. �15� into Eq. �8�, the velocity solution of the
oscillating pipe flow can be solved as

uz�r,t� = u�r,t� =
K

i

�1 −

J0�r�
J0�R�

�exp�i
t� �16�

In order to show some time-velocity profiles in the pipe, a
viscoelastic silicone gel fluid with the density of 	=930 kg /m3 is
chosen. The parameters in the constitutive equation of the silicone
gel are �=0.565, �=0.0922, �=1, and �=1930 �4�. The velocity
profile of the oscillating pipe flow for two frequencies,

=6 rad /s and 
=10 rad /s, is shown in Fig. 1 at different instants
during one period of oscillation. It should be noted that the flow
behaves like Newton fluids when 
=6 rad /s �15�, and the flow
reversal occurs in the case 
=10 rad /s.

4 Results and Discussion
The solution is neat in form but very difficult to be evaluated

numerically. Following what Uchida �16� did about the velocity
solution of the oscillating pipe flow of the Newtonian fluids, the
velocity can be expressed as the series approximations to be ana-
lyzed numerically.

In order to facilitate calculation of the velocity series approxi-
mations, several dimensionless parameters are introduced as

r* =
r

R
, 
* =


R2

�
, u* =

u

umax
�17�

where umax=	KR2 /4� is the velocity at the centerline of the
steady Poiseuille flow when the pressure gradient is −	K.

Substituting the above dimensionless parameters into Eq. �16�
yields the dimensionless velocity

u*�r*,t� =
4

i
*
�1 −

J0�i�r*�
J0�i��

�exp�i
t� �18�

where

Fig. 1 Velocity distribution of an oscillating pipe flow at different in-
stants within one period
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�2 =
�1 + �i�
���R2

���i�
��−2 =
Re

We

�1 + �i�
���
�i�
��−2

=
Re

We

1 + ��
���cos
��

2
+ i sign��
�sin

��

2
�

��
��−2�cos
�� − 2��

2
+ i sign��
�sin

�� − 2��
2

�
in which Re and We are, respectively, the Reynolds and Weissen-
berg numbers.

The series approximations of the velocity can be divided into
the following two expressions.

When ����4,

u*�r*,t� =
4�2

i
*
�1 − �r*�2�ei
t �19�

When ����4,

u*�r*,t� =
4

i
*�1 −
1

	r*
e−��1−r*�
ei
t �20�

Because the imaginary part of the velocity does not have real
meaning, only the real part of the velocity is analyzed in this
paper. The real part of Eq. �19� gives

u*�r,t� = 4�1 − �r*�2���
�1−��sin�
t��cos�� − 2

2
��

+ ��
�� cos�� − � + 2

2
��� − cos�
t�sign��
�

��sin�� − 2

2
�� − ��
�� sin�� − � + 2

2
���
 �21�

The real part of Eq. �20� is

u*�r*,t� =
4


*�sin 
t −
1

	r*
e−	r̃�1−r*�cos �/2 sin�
t − 	r̃�1

− r*�sin
�

2
�
 �22�

where

r̃ei� = �2 = �1 + �i�
���R2/���i�
��−2, �− �/2 � � � �/2�
�23�

For small ���, the velocity distribution is parabolic. The effect
of elasticity here is equivalent to an increased viscous effect. For
large ��� and consequently for large 	r̃, the second term of Eq.
�22� decreases as the distance from the wall increases. Moreover,
far from the wall u*�r*, t�=4 /
* sin�
t� is independent of the
distance from the wall and the phase of which lags about a quarter
of a period with respect to the imposed pressure gradient. How-
ever, there is a high-speed region near the wall, the investigation
is given as follows.

The mean squared velocity over 1 cycle is defined as

u2�r,t� =



2�
�

0

2�/


�u�r,t��2dt �24�

The time squared average velocity is obtained as

u2�r*,t�
K2/2
2 = 1 −

2
	r*

e−C cos C +
e−2C

r*
�25�

where C=	r̃�1−r*�cos /�2, and u�
2 =K2 / �2
�2 is time average of

the velocity at large distance from the wall.
When r̃=
* and �=� /2, Eq. �25� becomes

u�r*,t�2

K2/2
2 = 1 −
2

	r*
e−C� cos C� +

1

r*
e−2C� �26�

where C�= �1−r*�	
* /2. This is the special case of Eq. �25� and
is the expression of the time squared average velocity of viscous
fluid oscillating flow in a pipe �17�.

Following the work of Ref. �17�, the distributions of Eq. �25�
with three sets of ��� are shown in Fig. 2. The first set is just the
same with theirs in Ref. �17�. The others are chosen at random on
the condition that Eq. �26� is satisfied. The three curves are nearly
alike. Judging as the way in Ref. �17�, there is an overshoot in
each of the velocity near the wall, which occurs when cos C
+sin C�e−C, or C�2.284. Where and when the high-velocity
region happens is independent of r* and �, namely, there is no
dependence on ���, so the Richardson annular effect �18� will
happen to fractional derivative Maxwell viscoelastic fluids.

5 Conclusions
The oscillating flow of viscoelastic fluids in an infinite pipe

using the fractional derivative Maxwell model is studied. The
governing equation is derived and the exact solution is obtained.
The time-velocity profiles of the silicon gel are analyzed. The
analysis results show that the flow behaves like the Newton fluid
for small oscillating frequencies, and the flow reversal occurs for
high oscillating frequencies. With different model parameters, two
series approximations for the velocity are obtained. The analyses
of the series approximations present the following characteristics.

When ����4, the velocity is parabolic and not in phase with
the imposed pressure gradient. When ����4, the phase angle of
the velocity far from the wall of the pipe is shifted by 90 deg and
the velocity at the centerline is smaller than that of steady Poi-
seuille flow. Furthermore, the Richardson annular effect of the
velocity near the wall of the pipe is found.

Acknowledgment
The author is grateful for the support from the National Natural

Science Foundation of China �Nos. 05131/1046 and
1010503020203�.

References
�1� Gorla, R. S. R., 1981, “Unsteady Thermal Boundary Layer Flow of a Non-

Newtonian Fluid Over a Flat Plate,” Int. J. Eng. Sci., 19, pp. 1391–1399.
�2� Rahaman, K. D. and Ramkissoon, H., 1995, “Unsteady Axial Viscoelastic Pipe

Flows,” J. Non-Newtonian Fluid Mech., 57, pp. 27–28.
�3� Andrienko, Yu. A., Siginer, D. A., and Yanovsky, Yu. G., 2000, “Resonance

Behavior of Viscoelastic Fluids in Poiseuille Flow and Application to Flow
Enhancement,” Int. J. Non-Linear Mech., 35, pp. 9–102.

�4� Makris, N., 1991, “Theoretical and Experimental Investigation of Viscous

Fig. 2 Richardson annular effect „overshoot… of the velocity
nearby the wall of the pipe in the oscillating pipe flow of a
viscoelastic fluid with the fractional derivative Maxwell model

Journal of Fluids Engineering APRIL 2008, Vol. 130 / 041201-3

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dampers in Applications of Seismic and Vibration Isolation �D�,” State Uni-
versity of New York at Buffalo, Buffalo, N.Y.

�5� Dao, Y. S., and Ti, Q. J., 1998, “Study on the Constitutive Equation With
Fractional Derivative for the Viscoelastic Fluids—Modified Jeffreys Model
and Its Application,” Rheol. Acta, 37, pp. 512–517.

�6� Palade, L. I., Attane, P., Huilgol, R. R., and Mena, B., 1999, “Anomalous
Stability Behavior of a Properly Invariant Constitutive Equation Which Gen-
eralises Fractional Derivative Models,” Int. J. Eng. Sci., 37, pp. 315–329.

�7� Rossikhin, Y. A., and Shitikova, M. V., 2001, “A New Method for Solving
Dynamic Problems of Fractional Derivative Viscoelasticity,” Int. J. Eng. Sci.,
39, pp. 149–176.

�8� Hernández-Jiménez, A., Hernández-Santiago, J., Macias-García, A., and
Sánchez-González, J., 2002, “Relaxation Modulus in PMMA and PTFE Fitting
by Fractional Derivative Maxwell Model,” Polym. Test., 21, pp. 325–331.

�9� Kulish, V. V., and Lage, J. L., 2002, “Application of Fractional Calculus to
Fluid Mechanics, Journal of Fluids Engineering,” ASME Trans. J. Fluids Eng.,
124, pp. 803–806.

�10� Tan, W., Pan, W., and Xu, M., 2003, “A Note on Unsteady Flows of a Vis-
coelastic Fluid With the Fractional Derivative Maxwell Model Between Two
Parallel Plates,” Int. J. Non-Linear Mech., 38, pp. 645–650.

�11� Hayat, T., Nadeem, S., and Asghar, S., 2004, “Periodic Unidirectional Flows
of a Viscoelastic Fluid With the Fractional Derivative Maxwell Model,” Appl.
Math. Comput., 151, pp. 153–161.

�12� Yin, Y. B., and Zhu, K. Q., 2006, “Oscillating Flow of a Viscoelastic Fluid in
a Pipe With the Fractional Derivative Maxwell Model,” Appl. Math. Comput.,
173, pp. 231–242.

�13� Qi, H. T. and Xu, M. Y., 2007, “Unsteady Flow of Viscoelastic Fluid With
Fractional Maxwell Model in a Channel,” Mech. Res. Commun., 34, pp. 210–
212.

�14� Jia, J. H., Shen, X. Y., and Hua, H. X., 2007, “Viscoelastic Behavior Analysis
and Application of Fractional Derivative Maxwell Model,” J. Vib. Control, 13,
pp. 385–401.

�15� Schlichting, H., 2000, Boundary-Layer Theory, Springer, New York.
�16� Uchida, S. Z., 1956, “The Pulsating Viscous Flow Superposed on the Steady

Laminar Motion of Imcompressible Fluid in a Circular Pipe,” Z. Angew. Math.
Phys., 7, pp. 197–204.

�17� White, F. M., 1974, Viscous Fluid Flow, McGraw-Hill, New York.
�18� Richardson, E. G., and Tyler, E., 1929, “The Transverse Velocity Gradient

Near the Mouth of Pipes in Which an Alternating Or Continuous Flow of Air
Is Established,” Proc. Phys. Soc., 42, pp. 1–15.

041201-4 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Noor Afzal
Department of Mechanical Engineering,

Aligarh University,
Aligarh 202002, India

e-mail: noor.afzal@yahoo.com

Alternate Scales for Turbulent
Boundary Layer on Transitional
Rough Walls: Universal Log Laws
The present work deals with four new alternate transitional surface roughness scales for
description of the turbulent boundary layer. The nondimensional roughness scale � is
associated with the transitional roughness wall inner variable �=Z+ /�, the roughness
friction Reynolds number R�=R� /�, and the roughness Reynolds number Re�=Re /�.
The two layer theory for turbulent boundary layers in the variables, mentioned above, is
presented by method of matched asymptotic expansions for large Reynolds numbers. The
matching in the overlap region is carried out by the Izakson–Millikan–Kolmogorov hy-
pothesis, which gives the velocity profiles and skin friction universal log laws, explicitly
independent of surface roughness, having the same constants as the smooth wall case. In
these alternate variables, just above the wall roughness level, the mean velocity and
Reynolds stresses are universal and do not depend on surface roughness. The extensive
experimental data provide very good support to our universal relations. There is no
universality of scalings in traditional variables and different expressions are needed for
inflectional type roughness, monotonic Colebrook–Moody roughness, k-type roughness,
d-type roughness, etc. In traditional variables, the velocity profile and skin friction pre-
dictions for the inflectional roughness, k-type roughness, and d-type roughness are sup-
ported well by the extensive experimental data. The pressure gradient effect from the
matching conditions in the overlap region leads to the universal composite laws, which
for weaker pressure gradients yields log laws and for strong adverse pressure gradients
provides the half-power laws for universal velocity profiles and in traditional variables
the additive terms in the two situations depend on the wall roughness.
�DOI: 10.1115/1.2844583�

1 Introduction
The rough wall flows are of great importance, but they are

much more poorly understood than flows over smooth walls. The
technological importance of rough wall bounded turbulent flows is
well known. In many situations, a turbulent flow develops over
surfaces that are hydrodynamically rough for some portion of
their length. The major impact of wall roughness is to perturb the
wall layer, which, in general, leads to an increase in wall shear
stress. The increase in wall shear stress is almost invariably ac-
companied by an increase in the wall heat and mass transfer rate.

Millikan �1� was first to propose the two layer asymptotic
theory. For transitional rough and fully smooth pipes in the wall
region, he adopted the smooth wall variable Z+ and for fully rough
pipes, he used the inner wall variable Z /h. Millikan proposed the
log law, where the prefactor is the Karman constant �a universal
number� and the additive term depends on wall roughness and
represents a shift of the velocity profile in the overlap region.
Furthermore, for fully rough walls, the additive intercept also has
a universal value that differs from the fully smooth wall value.
Clauser �2� and Hama �3� simplified the matter and represented
the rough wall by defining a roughness function �U+, as an addi-
tional term to smooth wall log law, that arises from the transitional
rough wall region as given below �U+= �u /u��S− �u /u��, where
suffix S refers to the fully smooth wall. The shift in the overlap
region remains the same as estimated at the edge of turbulent
boundary layer �y=�, u=Uc� as �U+= �Uc /u��S− �Uc /u��
= �2 /Cf�S

1/2− �2 /Cf�1/2, where Cf =2�w /�Uc
2 is the local skin fric-

tion coefficient. The experiments for determination of the rough-
ness function �U+ have been described in Flack et al. �4� and
Connelly et al. �5�. The roughness function �U+ is a useful de-
scriptor of the surface roughness effects on mean velocity distri-
bution in the inner region. It physically represents the roughness
dominated shift in the velocity profile from the log law of a
smooth wall. For �U+�0, the shift is downward due to the in-
crease of the drag and for �U+�0, the shift is upward due to the
reduction of the drag of the rough surface �Abe et al. �6��. The
roughness function �U+, such as friction velocity u�, is a charac-
teristic of the hydraulic wall roughness subjected to the oncoming
fluid stream. The roughness function �U+ data for various types
of roughness may be found in Schlichting �7�, Ligrani and Moffat
�8�, Bandyopadhyay �9�, Raupach et al. �10�, Patel �11�, Piquet
�12�, Jimenez �13�, Leonardi et al. �14�, Afzal and Seena �15�,
Djendi et al. �16�, Mochizuki et al. �17�, Afzal �18�, and Schultz
and Flack �19�.

The normal coordinate is Z=y+	r, where 	r is the origin of the
normal coordinate on the rough surface, caused by irregular pro-
trusions of the hydraulic roughness of height h. It is a particular
level between the protrusion bases and heads, which automatically
satisfies the constraints 0�	r�h and 	r=0 for smooth surface.
Clauser �2� proposed a method of determining the effective sur-
face roughness origin 	r and skin friction u�. The methods used
for determination of the wall shear stress on the rough surfaces are
not ideal. The modified Clauser chart method assumes that the log
law is valid for rough wall boundary layers and requires the solu-
tion of additional degrees of freedom �the wall offset and the
roughness function �U+�. Krogstad et al. �20� modified this pro-
cedure by including the wake region in the determination of the
wall shear stress. Although this method allows for more points in
the boundary layer to be used in determining the wall shear stress,
it assumes both the existence of the log law and the functional
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form of the law of the wake for rough wall flows. The method also
simultaneously determines Cf and �U+. Acharya et al. �21� ob-
served that simultaneous selection of these parameters can yield
an improved statistical fit of the data but may, in some cases, give
an increase error in Cf. Using the total stress method on rough
wall boundary layers has its own shortcomings. This method re-
lies on a plateau in the Reynolds shear stress profile, which is
often not clearly defined in the roughness sublayer, and has fairly
high measurement uncertainty in this region �Schultz and Flack
�19,22��.

The theories of the transitionally rough wall turbulent boundary
layer are based on the inner layer fully smooth wall variable Z+
=Zu� /
 or the fully rough wall variable Z /h �Schlichting �7�,
Raupach et al. �10�, Patel �11�, Piquet �12�, and Jimenez �13��.
There is no universality of scalings in traditional variables and
different expressions are needed for various types of roughness, as
suggested, for example, with inflectional type roughness, mono-
tonic Colebrook �23�—Moody �24� roughness, k-type/d-type
roughness, etc., are predicted in present work. The alternative
scale is connected with traditional roughness function. This alter-
nate scale provides the wall roughness effects in the new inner
wall length scale �=Z+ /�, which has opened the avenues of new
parameters, such as roughness friction Reynolds number and
roughness Reynolds numbers. These new parameters provide uni-
versal velocity profile and universal friction factor relations that
are explicitly independent of wall roughness. It also helps to yield
the traditional relations and also provides insight into the rough-
ness scale � formaulation for inflectionl type roughness as well as
k-type and d-type roughness. On the other hand, the traditional
study of rough wall is based on fully smooth wall inner scale Z+,
where the effect of the wall roughness shows a shift of the veloc-
ity profile log law by an amount equal to the roughness function
over the fully smooth wall layer log law.

The present work deals with an alternate new transitional sur-
face roughness scale � for a turbulent boundary layer, in terms of
the transitional roughness inner variable �=Z+ /� and the rough-
ness friction Reynolds number R�, where the velocity and Rey-
nolds stresses are explicity independent of transitional wall rough-
ness. The two layer theory for a turbulent boundary layer based on
new alternate variables has been presented at large Reynolds num-
bers by method on matched asymptotic expansions. In the overlap
region, the matching by the Izakson–Millikan–Kolmogorov hy-
pothesis �25� for velocity profiles and friction factor gives log
laws that are universal explicitly independent of wall roughness,
which implicitly involve nondimensional roughness scale �. The
extensive experimental data provide good support to the universal
log laws for the velocity profile and the friction factor on transi-
tional rough wall boundary layers. The effects of the pressure
gradient on the matching conditions in the overlap region lead to
the composite laws, described in Appendix A. For weaker pres-
sure gradient, the matching provides the log laws and for strong
adverse pressure gradient the matching yields the half-power
laws, where the additive constant in both situations in the inner
layer depends on the wall roughness.

2 Analysis of Turbulent Boundary Layer
The boundary layer equations for incompressible two-

dimensional mean turbulent flow subjected to pressure gradient, in
standard notation �Schlichting �7��, are

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= −

1

�

dp

dx
+ 


�2u

�y2 +
1

�

��

�y
�2�

The boundary conditions are y=0, u=v=�=0, and y /�→�, u
→Uc�x�, �→0. Here u and v are the velocity components in x
streamwise and y the normal directions. �=−��u�v�� is the appro-

priate Reynolds shear stress, p��x�=−�UcdUc /dx is the stream-
wise pressure gradient, Uc�x� is the velocity at the edge of the
turbulent boundary layer of thickness �, 
 is the molecular kine-
matic viscosity, and � is the fluid density.

The present work defines the roughness velocity u� and rough-
ness coordinate y�, in terms of axial velocity u at normal distance
y, as y�=y /� and u�=u /�, where � is the nondimensional
roughness scale defined later, such that all mean relative motions
and energy-containing components of the turbulent motion do not
depend on surface roughness. The appropriate inner variables are

� =
Zu��



=

Z+

�
, Z+ =

Zu�



, Z = y + 	r �3�

where u+=u� /u��=u /u� and u��=u� /�. Here, 	r is the virtual
origin located below the top of the roughness element, u�

= ��w /��1/2 is the friction velocity, and �w is the skin friction. The
roughness friction Reynolds number R� and roughness Reynolds
number Re� are

R� =
�u��



=

R�

�
, Re� =

�Uc�



=

Re

�
�4�

where R�=�u� /
 and Re=�Uc /
. The two Reynolds numbers are
connected by the relation R�=Re��Cf /2�1/2 and Cf =2�u� /Uc�2,
where Cf is the skin friction coefficient. The transitional rough
wall experimental data analyzed here show that the nondimen-
sional roughness scale � may be connected to traditional nondi-
mensional roughness function �U+ by relation

�U+ =
1

k
ln �, � = exp�k�U+� �5�

The traditional approach to turbulent shear flow of a rough wall
is based on the roughness function �U+, which represents the shift
of the velocity profile on a rough wall over the smooth wall value
�based on fully smooth wall coordinate y+�. In the present work,
effects on roughness are introduced by defining a nondimensional
wall variable �=Z+ /�, such that the theory is explicitly indepen-
dent of transitional surface roughness. The velocity profile data in
the alternate wall variable � and the friction factor data in the
alternate parameter Re�=Re /�, the roughness Reynolds number,
show universality, as the results do not explicitly depend on sur-
face transitional roughness. The nondimensional roughness scale
� for the inflectional type roughness is predicted here which turns
out to be a simple expression. It leads to an expression for the
frictional resistance �in the case of inflectional rough surface
boundary layer in the present work�. The inflectional roughness in
a fully developed turbulent pipe flow has been considered by
Afzal and Seena �16�. The well known Moody diagram described
the frictional resistance for monotonic roughness by Colebrook
�23� and Moody �24�, where the present work deals with such a
diagram for the inflectional roughness �Nikuradse �25��. The over-
all description of turbulent shear flow has been in terms of two
separate length scales �inner wall and outer nonlinear wake� at
large Reynolds numbers. The appropriate parameter R� is the
roughness friction Reynolds number.

2.1 Inner Wall Layer. The inner region scales �
 and u���
give the inner length scale 
 /u�� in the inner limit � fixed for
R�→�. The velocity and Reynolds stress in the inner variables
are

u = �2u��ui��,R��, � = ��2u��
2 �+��,R��, � =

Zu��



�6�

The momentum equation �2� in the inner rough wall layer be-
comes
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�ui

��
+ �+ = 1 + K�� + O�	R��−1, K� =


p�

�2�u�
3 �7�

where K� represents the nondimensional pressure gradient param-
eter

2.2 Outer Layer. The outer layer length scale � and the outer
limit are Y =Z /� fixed for R�→�. The velocity and Reynolds
stress in the outer layer variables are

Y =
Z

�
, X =� L−1dx,

�

L
= 	2 �8�

u = UcF�X,Y�, F =
�f

�Y
, � = �u�

2T�X,Y� �9�

Here, � is the outer boundary layer thickness and L is the scale of
flow variations in the x direction. Equations �1� and �2� in outer
layer become

1

�
�1 − �T� + f f� + �1 − f�2� + X�1 − ��f�fX − f�fX��

= −
�1 − �

�R�

f� �10�

subjected to the boundary conditions at the edge of the boundary
layer

f��X,�� = 1, T�X,�� = 0 �11�
The dash denotes differentiation with respect to the normal coor-
dinate Y and suffix X denotes the differentiation with respect to
coordinate X along the surface. The pressure gradient parameter 
and the boundary layer growth parameter � are

 =
m

1 + m
, �12a�

m =
�

Uc

dUc

d�
, �12b�

� =
�X

�
�12c�

The outer asymptotic expansions are

f = fo�X,Y� + 	f1�X,Y� + o�	� �13�

F = Fo�X,Y� + 	F1�X,Y� + o�	� �14�

T = To�X,Y� + 	T1�X,Y� + o�	� �15�

The outer equation �10� and boundary conditions �11�, in view of
the asymptotic expansions �13�–�15�, give the first and second
order outer layer equations,

�1 − ��−1To� + fofo� − �1 − fo�
2� + X�1 − ��fo�foX − fo�foX� � = 0

�16�

�1 − ��−1T1� + fof1� − 2fo�f1� + fo�f1

+ X�1 − ��fo�f1X − f1�foX� + f1�foX − fo�f1X� � = 0 �17�

subjected to the boundary conditions f0��X ,��−1=T0�X ,��=0
and f1��X ,��=T1�X ,��=0. The lowest order, outer layer equation
�16� corresponds to that of a nonlinear wake, which for a constant
eddy viscosity closure model of outer layer has been analyzed in
Appendix B. These outer layer open equations have been inviscid,
which fail to satisfy the no slip boundary condition. Consequently,
an inner wall layer containing the viscous term is needed.

2.3 Matching. These relations provide the matching func-
tional equations, as we are dealing with open equations of mean

turbulent shear flow without any closure, following Afzal and
Narasimha �26�, by Izakson–Millikan–Kolmogorov �IMK� hy-
pothesis: Between the viscous and the energetic scales in any
turbulent flow exists an overlap domain over which the solutions
characterizing the flow in the two corresponding limits must
match as the Reynolds number approaches infinity. The resem-
blance of the IMK hypothesis to conventional matching associated
with closed equations seems peculiar to turbulence theory. For
sufficiently large Reynolds numbers, there exists an overlap do-
main where the inner and outer layer solutions must match. The
matching of inner and outer layer velocities in the overlap region,
for large Reynolds numbers, requires

�ui�X,�� = Uc+F0�X,Y� − F1�X,Y� �18�

where Uc+�R��=Uc /u� for �→�, Y →0 for R�→�. This is an
open functional equation connecting four unknown functions. The
relation �18� provides the matching functional equations, as we
are dealing with open equations of mean turbulent shear flow
without any closure, by IMK hypothesis �Afzal and Narasimha
�26��. The resemblance of the IMK hypothesis to conventional
matching associated with closed equations seems peculiar to tur-
bulence theory. For sufficiently large Reynolds numbers, there
exists an overlap domain where the inner and outer layer solutions
must match. For R�→�, the function U+�→� and the relations
�18� require that the inner velocity distribution ui�X ,�� should be
unbounded for large �. Note that this matching would be impos-
sible if ui�X ,�� was bounded as �→�. The open functional equa-
tion possesses a partial solution, and differentiating it with respect
to y, and using the relation �18�, we get

�
�u+

��
= Uc+Y

�F0

�Y
− Y

�F1

�Y
�19�

as �→� and Y →0. For large Reynolds numbers R�→�, the
function U�+→� and the matching of the leading order term in
Eq. �19� demands

Y
�F0

�Y
= o�	�, Y → 0 �20�

where 	=u� /Uc. Equation �20� permits the simplest solution

�F0

�Y
= finite at Y = 0 �21�

along with the wall slip velocity F0�X ,0�=bS, where constant bS
depends on pressure gradient. This implies that nonlinear outer
layer solution F0�X ,Y� admits the similarity analysis, described in
Appendix B, and wall slip velocity US=bSUc is finite. Further-
more, Eq. �21� permits other solutions also, which have not been
considered here. In view of these arguments, the matching rela-
tions �18� and �19� become

u+�X,�� = US+ − F1�X,Y� �22�

�
�u+

��
= − Y

�F1

�Y
�23�

where US+=US /u� as �→� and Y →0 for R�→�. The integra-
tion of relation �23� gives the velocity profile log laws, in the
overlap region of the inner and outer regions. In law of the rough
wall,

u

u�

=
1

k
ln � + B �24�

In outer local velocity defect law,

US − u

u�

= −
1

k
ln Y + DS �25�

In skin friction log law,
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US

u�

=
1

k
ln R� + B + DS �26�

The lowest order outer layer flow is governed by a nonlinear wake
equation �16�, which under the outer boundary condition and
matching condition with inner layer has been in equilibrium as
described Appendix B of present work and Afzal �27,28�. Further-
more, under constant eddy viscosity closure model, we get tradi-
tional Falkner–Skan equation �B1� subjected to the certain bound-
ary conditions �B2a ,b ,c� that provide a finite slip velocity US on
the surface as a function of the pressure gradient. For a shallow
wake US=Uc, implying F0�Y�=1, bS=1, and DS=D and the com-
posite solution may be expressed as

u

u�

=
1

k
ln � + B +

�

k
W�Y� �27�

Uc − u

u�

= −
1

k
ln Y +

�

k
�W�1� − W�Y�� �28�

Uc

u�

=
1

k
ln R� + B + D �29�

Here, D=W�1�� /k, � is the wake parameter, and W�Y� is the
wake function of Coles �29�, defined by the relation �28�, sub-
jected to the boundary conditions W�0�=0 and W�1�=1 or 2 as
desired. The skin friction relation �29� may also be expressed as

� 2

Cf
=

1

k
ln	Re� �Cf

2

 + B + D �30�

The effects of the pressure gradient on the matching conditions in
the overlap region lead to universal composite laws, described in
the Appendix. For weaker pressure gradient, the matching pro-
vides the relations �A10� and �A11�, for strong adverse pressure
gradient the matching yields the half-power laws for velocity pro-
file �A12� and �A13� in universal variables, and in traditional vari-
ables the intercepts in two situations depend on the wall rough-
ness.

3 Reduction to Traditional Picture With Shallow
Outer Wake Layer

The universal velocity profile �27�, with the help of expressions
�5�, is expressed in traditional smooth wall variable Z+ and rough-
ness function �U+ as

u

u�

=
1

k
ln Z+ + B − �U+ +

�

k
W�Y� �31�

Likewise, the skin friction relation �29� yields

Uc

u�

=
1

k
ln R� + B − �U+ +

�

k
W�1� �32�

The velocity profile �31� may also be expressed as

u

u�

=
1

k
ln Z+ + Bt +

�

k
W�Y� , �33a�

�U+ = B − Bt �33b�

In terms of rough wall variables, the velocity profile �33a� and
�33b� becomes

u

u�

=
1

k
ln

Z

h
+ BT +

�

k
W�Y�, Bt +

1

k
ln h+ = BT �34�

Here, B and BT are intercepts of log laws in fully smooth wall and
transitional rough wall flows. The roughness function �U+ and
roughness scale � from above relations yield

�U+ =
1

k
ln h+ + B − BT �35�

� = exp�k�U+� = h+ exp�k�B − BT�� �36�

For fully smooth hydraulic wall, h+ is sufficiently small �say, less
than about 5 for sand roughness�; the flow is hydraulically
smooth, where B=5.5. For fully rough hydraulic wall, h+ suffi-
ciently large �say, more than about 70 for sand roughness�; the
flow is fully rough where BF=8.5.

The law of rough wall �31� and skin friction law �32� may
alternately be expressed in terms of meteorological variables as
given below:

u

u�

=
1

k
ln

Z

Z0
+

�

k
W�Y� �37�

Uc

u�

=
1

k
ln

Z0

�
+ D �38�

Here, Z0+ is the roughness length, where effective wall may be
regarded displaced inward from actual wall by an amount Z0. It is
connected with roughness scale by the relation Z0+=� exp�−kB�.

4 Roughness Scale � and Roughness Length Z0+

4.1 Monotonic Roughness. In commercial monotonic rough-
ness, Colebrook �23� fortuitously proposed that roughness scale �
is simply the sum of fully smooth wall �=1 and fully rough wall
�=�h+, where �=exp�k�B−BF��. Adopting B=5 for fully smooth
wall and BF=8.5 for fully rough wall yields �=0.306. The com-
posite function �23� is �=1+�h+.

4.2 Inflectional Roughness. The inflectional roughness of
Nikuradse �25� has been analyzed by Loselevich and Pilipenko
�see Cebeci �30�� to suggest the following correlation:

�U+ = �B − 8.5 + k−1 ln h+�sin�0.4258�ln h+ − 0.811�� =
1

k
ln �

�39�

for 2.25�h+�90 with B=5.2 and k=0.42.
In the present work, the roughness scale � for the inflectional

roughness of Nikuradse �25� from modification of the Colebrook
monotonic relation, by introducing an exponential function that
approaches unity for h+→�, is stated below:

� = 1 + �h+ exp	−
j

h+

 �40�

�U+ =
1

k
ln�1 + �h+ exp	−

j

h+

� �41�

The roughness length Z0+ is connected with the roughness scale
by the relation

Z0+ = �1 + �h+ exp	−
j

h+

�exp�− kB� �42�

The log law constants BT and Bt based on the roughness function
�41� become

BT = B −
1

k
ln� 1

h+
+ � exp	−

j

h+

� �43�

Bt = B −
1

k
ln�1 + �h+ exp	−

j

h+

� �44�
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respectively, and are the intercepts of the wall log laws for fully
smooth and fully rough walls. The velocity profile log law �27�
and the skin friction log law �29� become

u

u�

=
1

k
lnZ+��1 + �h+ exp	−

j

h+

�� + B +

�

k
W�Y�

�45�

Uc

u�

=
1

k
lnR���1 + �h+ exp	−

j

h+

�� + B +

�

k
W�1�

�46�

The skin friction log law �46� may also be expressed as

Fig. 1 The velocity distribution on k-type roughness from data of Kameda et al. †32‡ in semilog plots: „a… Inner smooth wall
variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against smooth wall variable Z+. „c… Our
universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner rough wall variables „u+ ,Z /Z0…. „e…
Outer velocity defect variables „„Uc−u… /u� ,Y….
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Uc

u�

= −
1

k
ln� 1

R�

exp�− k�B + D�� +
h

�
exp�− k�BF + D��

�exp	−
j

h+

� �47�

The skin friction coefficient Cf in terms of the friction Reynolds
number R�=u�� /
 becomes

� 2

Cf
= −

1

k
ln�exp�− k�B + D�� 1

R�

+ �
h

�
exp	−

j

R�

�

h

��

�48�

The relation �48� in terms of the Reynolds number Re=Uc� /

becomes

Fig. 2 The log law velocity distribution on d-type roughness from data of Osaka and Mochizuki †31‡ in semilog plots: „a…
Inner smooth wall variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against smooth wall
variable Z+. „c… Our universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner rough wall
variables „u+ ,Z /Z0…. „e… Outer velocity defect variables „„Uc−u… /u� ,Y….
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� 2

Cf
= −

1

k
ln�exp�− k�B + D�� 1

Re
� 2

Cf

+ �
h

�
exp	−

j

Re
� 2

Cf

�

h

�� �49�

For present predictions for inflectional roughness, fit to the data

required j=11 and for Colebrook monotonic roughness j=0.

4.3 k-Type and d-Type Surface Roughness. The data of
Osaka and Mochizuki �31� for d-type roughness, Kameda et al.
�32� for k-type roughness, Antonia and Krogstad �33� for rod
roughness, and Smalley et al. �34� for rod roughness, as shown
later, are predicted by the following simple relations:

Fig. 3 The log law velocity distribution due to rod roughness data of Smalley et al. †34‡ in semilog plots: „a… Inner smooth
wall variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against smooth wall variable Z+. „c… Our
universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner rough wall variables „u+ ,Z /Z0…. „e…
Outer velocity defect variables „„Uc−u… /u� ,Y….
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� = h+, �U+ =
1

k
ln h+ �50�

for k-type and d-type roughness. The constants BT and Bt from
relation �49� yield

Bt = BT −
1

k
ln h+, BT = B �51�

The skin friction �29� for k-type and d-type roughness becomes

� 2

Cf
=

1

k
ln	�

h

 + B + D �52�

5 Results and Discussion

The velocity profile �27� and the skin friction �29� are universal
log laws, valid for any kind of roughness. The inner and outer
layers in the overlap region give log laws, whose slope k and
additive terms B and D are universal numbers, independent of
surface roughness. The inner roughness variable � and roughness
friction Reynolds number R� implicitly depend on the surface
roughness scale �. The types of roughness commonly considered
may be the sand grain roughness, the commercial technical rough-
ness, the k-type roughness, and the d-type roughness in the engi-
neering applications along with wide variety of the atmospheric

Fig. 4 The log law velocity distribution on 60- and 220-grid sand grain data of Schultz and Flack †36‡ and epoxy roughness
data of Schultz and Myers †35‡ in semilog plots: „a… Inner smooth wall variables „u+ ,Z+…. „b… Velocity profile shifted by the
roughness function u++�U+ against smooth wall variable Z+. „c… Our universal variables for inner transitional rough wall
„u+ ,�…. „d… Alternate universal inner rough wall variables „u+ ,Z /Z0…. „e… Outer velocity defect variables „„Uc−u… /u� ,Y….
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surfaces. The experimental data from various sources �Osaka and
Mochizuki �31�, Kameda et al. �32�, Antonia and Krogstad �33�,
Smalley et al. �34�, Schultz and Myers �35�, Schultz and Flack
�22,36�, and Rahman and Webster �37�� for zero pressure gradient
have been considered.

The velocity profile from data of Kameda et al. �32� for k-type
roughness are shown in Figs. 1�a�–1�d�. In traditional smooth wall
variables �u+ ,Z+�, the velocity profile data are shown in Fig. 1�a�,
which in the overlap region may be represented by lines that shift
their locations with change of roughness parameter h+ or � /h. The
velocity distribution shifted by roughness function u++�U+ ver-
sus, smooth wall variable Z+ is shown in Fig. 1�b� on log-log plot,
which is the Clauser–Hama type similarity and does not depend
on wall roughness. In the transitional rough wall variables �u+ ,��,

the velocity profile data, shown in Fig. 1�c�, are universal relation
�24�, where all data collapse on this single line, irrespective of
roughness scale h+ or � /h. In the outer layer shallow defect vari-
ables �Ue+−u+ ,Y�, the velocity profiles also collapse on line �35�,
shown in Fig. 1�d�, and do not depend on wall roughness. Present
work as well as that of Schultz and Flack �19,22� and Connelly et
al. �5� support the Townsend �38� similarity hypothesis in the
outer layer, which states that the turbulence outside of the rough-
ness sublayer, a layer extending out approximately five roughness
heights from the wall, is independent of the surface condition at
sufficiently high Reynolds numbers. The velocity distribution data
of Osaka and Mochizuki �31� for d-type roughness are shown in
Figs. 2�a�–2�e�, and the data of Smalley et al. �34� in Figs.
3�a�–3�e�. The velocity distribution data of Schultz and Myers

Fig. 5 The log law velocity distribution on uniform spheres and uniform spheres with grit data of Schultz and Flack †22‡ in
semilog plots: „a… Inner smooth wall variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against
smooth wall variable Z+. „c… Our universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner
rough wall variables „u+ ,Z /Z0…. „e… Outer velocity defect variables „„Uc−u… /u� ,Y….
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Fig. 6 The log law velocity distribution on machine honed surface roughness data of Schultz and Flack †19‡ in semilog
plots: „a… Inner smooth wall variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against smooth
wall variable Z+. „c… Our universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner rough wall
variables „u+ ,Z /Z0…. „e… Outer velocity defect variables „„Uc−u… /u� ,Y….
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�35�, and Schultz and Flack �36� are shown in Figs. 4�a�–4�e�, the
data of Schultz and Flack �22� in Figs. 5�a�–5�e�, the machine
honed surface roughness data of Schultz and Flake �19� in Figs.
6�a�–6�e�, and data of Rahman and Webster �37� in Figs.
7�a�–7�e�. The velocity distribution data in Figs. 2–7 marked a are
in traditional smooth wall variables �u+ ,Z+�, b are in Clauser–
Hama variables �u++�U+ ,Z+�, c are in transitional rough wall
variables �u+ ,��, d are in alternate rough wall variables �u+ ,Z /Zo�,
and e are in traditional outer variables �Ue+−u+ ,Y� and are analo-
gous to Figs. 1�a�–1�e�. No additional comment is needed.

The data of the roughness function �U+ with roughness vari-
able h+ are shown in Fig. 8�a�. The present prediction �38� for
inflectional type roughness and Colebrook �23� monotonic rough-
ness are also shown in the same figure for appreciation of com-
mercial technical roughness effects. The data marked Schultz &
Flack 1, Schultz & Flack 2, and Schultz & Myers �35� compare
well with sand grain roughness prediction �38�. The data of Osaka
and Mochizuki �31� for d-type roughness, Kameda et al. �32� for
k-type roughness, and Smalley et al. �34� may be described by the
following simple predictions �47�–�49�. The roughness potential �

Fig. 7 The log law velocity distribution on river bed roughness from data of Rahman and Webster †37‡ in semilog plots: „a…
Inner smooth wall variables „u+ ,Z+…. „b… Velocity profile shifted by the roughness function u++�U+ against smooth wall
variable Z+. „c… Our universal variables for inner transitional rough wall „u+ ,�…. „d… Alternate universal inner rough wall
variables „u+ ,Z /Z0…. „e… Outer velocity defect variables „„Uc−u… /u� ,Y….
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with roughness variable h+ data is shown in Fig. 8�b�. The present
prediction �41� for the inflectional roughness �j=11� and Cole-
brook monotonic roughness �j=0� are also shown in the same
figure. The data of Schultz and Flack �22� marked as Schultz &
Flack 1 and Schultz and Flack �36� marked as Schultz & Flack 2
and Schultz & Myers �35� compare well with prediction �48� for
inflectional type roughness. The data of Osaka and Mochizuki
�31� for k-type roughness, Kameda et al. �32� for d-type rough-
ness, and Smalley et al. �34� may be described by the following
simple predictions �=h+. The surface roughness Zo /h with rough-
ness variable h+ data is shown in Fig. 8�c� along with our predic-
tion for inflectional type roughness and Colebrook �23� monotonic
roughness.

The predicted relation �43� for the additive constant BT for in-
flectional roughness, shown in Fig. 9�a�, compares well with the
data of Antonia and Krogstad �30� for mesh type roughness,
Schultz and Flack �36� for sand paper roughness, Schultz and
Flack �22� for uniform spheres and uniform spheres with grit type
roughness, and Schultz and Myers �35� for epoxy wall roughness.
Furthermore, the additive constant Bt shown in Fig. 9�b� also com-
pares well with the prediction �44� for inflectional roughness with
data of Schultz and Flack �19,22,36�. The predictions �43� and
�44� for BT and Bt compare well with the data of Osaka and

Fig. 8 Comparison of the roughness scales data with present
predictions. „a… The roughness function �U+ against wall
roughness parameter h+ for various values of � /h. „b… Rough-
ness scale � against wall roughness parameter h+ for various
values of � /h. „c… Roughness scale Z0 /h against wall rough-
ness parameter h+ for various values of � /h. The lines marked
S is the inflectional roughness „j=11… and marked C is for Cole-
brook monotonic roughness „j=0… from predictions Eq. „40… for
roughness scale �, Eq. „41… for roughness function �U+, and
Eq. „42… for roughness length Z0+. Line marked KD is the pre-
diction „51… for k-type and d-type roughnesses.

Fig. 9 The log law intercept BT and Bt for boundary layer data
for various values of h+ and � /h. Prediction lines line marked S
are for sand grain roughness and marked C is for Colebrook
commercial roughness. Line marked KD is the prediction for
k-type and d-type roughnesses.
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Mochizuki �31� for d-type roughness, Kameda et al. �32� for
k-type roughness, and Antonia and Krogstad �33�, Smalley et al.
�34�, and Leonardi et al. �14� for rod roughness.

In fact, the friction factor predictions �39� and �40� are univer-
sal relations, explicitly independent of surface roughness. The
skin friction, in alternate variables �Cf ,Re�� shown in Fig. 10�a�,
also collapses on a single universal line predicted by relation �39�.
Likewise, the friction factor in alternate transitional roughness
variables �Cf ,Re�� from roughness data is shown in Fig. 10�b�,
which collapses on a single line predicted by relation �30�. The
data for various types of roughness, in transitional wall roughness,
provide good support to universal skin friction, and the log laws
�29� or �30� become

1
�Cf

= 1.76 ln R� + 5.09 �53�

1
�Cf

= 1.76 ln�Re�
�Cf� + 4.48 �54�

The relations �53� and �54� demand �B+D� /�2=5.09, which im-
ply B=5 and D=2.2. The universal skin friction log laws �53� and
�54� are expressed in terms of traditional Reynolds numbers as

1
�Cf

= 1.76 ln� 1

R�

+ 0.306
h

�
exp	−

j

R�

�

h

� + 5.09 �55�

1
�Cf

= 1.76 ln� 1

Re �Cf

+ 0.216
h

�
exp	−

1.414j

Re �Cf

�

h
� + 4.48

�56�
For the data of Antonia and Krogstad �33� for mesh roughness,
Schultz and Flack �19� for machine honed surface roughness,
Schultz and Meyers �35� for epoxy roughness, Schultz and Flack
�36� for sand paper roughness, Schultz and Flack �22� for uniform
sphere and uniform spheres with grit and Rahman and Webster
�37� for river bed roughness, the skin friction is shown in Fig. 11
against Re the Reynolds number. These data are compared with
the predictions �53� and �54� with j=11 for the inflectional type
roughness of Nikuradse, for various values of roughness param-
eter � /h=15, 30, 60, 120, 200, and 400. For each value of � /h,
the prediction represents a line that for large R� approaches to
fully rough wall limit and for small R� it merges with smooth wall
skin friction law. For the data of Osaka and Mochizuki �31� for
k-type roughness, Kameda et al. �32� for d-type roughness, Anto-
nia and Krogstad �33� for rod roughness, Smalley et al. �34� for
rod roughness, and Leonardi et al. �14�, the skin friction is shown
in Fig. 12 against Re the Reynolds number. These data are com-
pared with the prediction �58� for k-type and d-type roughness for
various values of roughness parameter � /h=20, 50, 100, 200, and
400 as well as smooth walls. For each value of the roughness
parameter � /h, the prediction approaches to fully rough wall lim-
iting value for R� and smooth wall skin friction law for small R�.
The prediction shown in Figs. 11 and 12 compares well with data
for various values of the wall roughness parameter � /h.

6 Conclusions
The alternate new nondimensional roughness scale �, transi-

tional inner coordinate �=Z+ /�, new parameters R�=R� /�, the
roughness friction Reynolds number, and Re�=Re /�, the rough-
ness Reynolds number, have been proposed. Here, �
=k−1 ln �U+ is roughness scale connected with traditional rough-
ness function �U+.

The alternative scale is connected with traditional roughness
function, which provides the wall roughness effects in the new
inner wall variable �=Z+ /�, which has opened the avenues of
new parameters such as roughness friction Reynolds number and
roughness Reynolds numbers. These new parameters provide uni-

Fig. 10 Comparison of universal skin friction Cf predictions
and experimental data for turbulent flow boundary layer on
transitional rough walls. „a… Skin friction coefficient Cf against
roughness Reynolds number R�=R� /� data and universal pre-
diction „53…, 1 /�Cf=1.76 ln R�+5.09. „b… Skin friction coefficient
Cf against roughness Reynolds number Re�=Re/� data and
universal prediction „54…, 1 /�Cf=1.76 ln„Re�

�Cf…+4.48.

Fig. 11 Comparison of the skin friction Cf versus traditional
Reynolds number Re prediction „55… for � /h=15, 30, 60, 120,
200, and 400 with experimental data for inflectional wall
roughness
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versal velocity profile and universal friction factor relations that
are explicitly independent of wall roughness. It also helps to yield
the traditional relations and also provides insight into the rough-
ness scale � formulation for inflectionl type roughness as well as
k-type and d-type roughness. On the other hand, the traditional
study of rough wall is based on fully smooth wall inner scale Z+,
where effect of the wall roughness shows a shift of the velocity
profile log law by an amount equal to roughness function over the
fully smooth wall layer log law.

In the alternate rough wall variables, the velocity profile u+
versus inner transitional roughness variable �=Z+ /�, the skin fric-
tion Cf versus inner transitional roughness Reynolds number
Re�= Re /� are universal, explicitly independent of wall rough-
ness but implicitly involving the roughness scale �. The extensive
experimental data for transitional wall roughness provide very
good support to present theory of universal velocity profile in the
inner layer and the skin friction. The outer velocity profiles �28�
are also universal, which supports Townsend’s similarity hypoth-
esis.

The present deals with transitional inner wall variable �
=Z+ /�, for a given roughness level �, leading to universal laws,
explicity independent of transitional wall roughness. On the other
hand, traditional rough wall theories are based either on fully
smooth inner layer variable Z+=Zu� /
 or fully rough wall inner
variable Z /h and the results depend on type of roughness function
�U+ or roughness scale �.

The roughness scale � prediction of inflectional roughness
compares well with the data of Schultz and Flack �22,36�. The
data of Osaka and Mochizuki �31� for d-type roughness, Kameda
et al. �32� for k-type roughness, and Antonia and Krogstad �33�
and Smalley et al. �34� for rod roughness compare well with the
k-type and d-type roughness prediction �=h+. The traditional log
laws intercept BT and Bt for the appropriate roughness scale also
compare well with the corresponding data.

There is no universality of scalings in traditional variables and
different expressions are needed for various types of roughness, as
suggested, for example, with inflectional type roughness, mono-
tonic Colebrook–Moody roughness, k-type/d-type roughness, etc.
are predicted. In traditional variables, the skin frictions are pre-
dicted for inflectional roughness and k-type/d-type roughness. The
experimental data provide good support to the predictions of the
skin friction in terms of traditional log law for inflectional rough-
ness as well as k-type and d-type roughness.

The effects of the pressure gradient on the matching conditions

in the overlap region �described in Appendix A� lead to the com-
posite laws. For weaker pressure gradient, the matching yields the
relations �A10� and �A11� and for strong adverse pressure gradient
the matching yields the half-power laws for velocity profile �A12�
and �A13�, whose intercept in inner layer depends on transitional
wall roughness.
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Appendix A: Pressure Gradient Effects From Matching
in the Overlap Region for a Transitional Rough Surface

The matching of velocity u and Reynolds shear stress � demand
ui,o=uo,i and �i,o=�o,i, where suffix �i ,o� means the outer limit of
inner solution and suffix �o , i� means the inner limit of outer so-
lution. The matching of the nondimensional mixing length param-
eter

	 y
��

�u

�y
i,o

= 	 y
��

�u

�y
o,i

�A1�

is also of significance. The inner limit �� fixed, R�→�� of outer
expansions is the outer limit �Y fixed, R�→�� of inner expansion.
The matching condition �A1�, expressed in terms of outer and
inner expansions, yield

�

��+

�u+

��
= 	−1 Y

�T

�F0

�Y
−

Y
�T

�F1

�Y
�A2�

as �→� and Y →0 for R�→� and the perturbation parameter is
	=u� /Uc. The matching of the inner equation �3� for Reynolds
shear stress �+ at large � with the outer equation �15� for Reynolds
shear stress T yields

�+ = 1 + K�� �A3a�

T = 1 + �Y �A3b�

Based on relations �A2� and �A3a ,b�, the nondimensional match-
ing condition yields

�

�1 + K��

�u+

��
= 	−1 Y

�1 + �Y

�Fo

�Y
−

Y
�1 + �Y

�F1

�Y
�A4�

As R�→�, 	→0, the matching of leading order term demands

Y
�1 + �Y

�F0

�Y
→ 0 as Y → 0 �A5�

and the next order terms become

�

�1 + K��

�u+

��
= −

Y
�1 + �Y

�F1

�Y
�A6�

Integration of each side of Eq. �A6� leads to matching conditions
for tangential velocity as

u

u�

=
A

2
ln � + A�− ln

�1 + K�� + 1

2
+ �1 + K�� − 1� + B

�A7�

US − u

u�

= −
A

2
ln Y − A�− ln

�1 + �Y + 1

2
+ �1 + �Y − 1� + DS

�A8�

Fig. 12 Comparison of the skin friction Cf versus traditional
Reynolds number Re with prediction „52… for � /h=20, 60, 100,
125, 200, and 400 with experimental data for k-type and d-type
wall roughnesses
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US

u�

=
A

2
ln R� + B + DS �A9�

Here, b=US /U�=F0�x ,0� is the slip velocity at the wall and
A=2 /k. For a fully smooth wall, the relation �A7� was first pro-
posed by Townsend �38� and Afzal �27�.

For weak pressure gradients K�→0 and �→0, the relations
�A7� and �A8� may be expanded in the powers of � and Y, respec-
tively, where the effect of pressure gradient appears as algebraic
terms as given below:

k
u

u�

= ln � + kB +
1

2
K�� −

1

16
K�

2 �2 + ¯ �A10�

k
US − u

u�

= − ln Y + kDS −
1

2
�Y +

1

16
�2Y2 + ¯ �A11�

For strong adverse pressure gradients K�→� and �→�, the re-
lations �A7� and �A8� may be expressed as half-power laws

u

u�

= A�K�� + C +
A

2
�− �K���−1/2 +

1

12
�K���−3/2 + ¯ �

�A12�

US − u

u�

= − A��Y + E +
A

2
���Y�−1/2 −

1

12
��Y�−3/2 + ¯ �

�A13�

C = −
A

2
ln K� + A�ln 2 − 1� + B �A14�

E =
A

2
ln � + A�− ln 2 + 1� + DS �A15�

The inner half-power laws �A12� and �A13� may also be ex-
pressed as

u

up
= A�yp + Cp +

A

2
�− � Rp�yp�−1/2 +

1

12
��Rp�2�yp�−3/2 + ¯ �

�A16�

Cp = ��Rp�1/2�−
A

2
ln K� + A�ln 2 − 1� + B� �A17�

US − u

u�

= − A�Y + Ep +
A

2
��Y−1/2 −

1

12
�2Y−3/2 + ¯ �

�A18�

Ep = �1/2�−
A

2
ln � + A�− ln 2 + 1� + DS� �A19�

Based on pressure scales, the inner variable is yp=yup /
, inner
velocity scale is up= �
p� /��1/3, the outer velocity scale is u�

= ��p� /��1/2 and the nondimensional parameters are �=�w / ��p��
and Rp=up� /
. For a transitional rough surface, near separation,
the inner half-power law �A16� becomes

u

up
= A�yp + Cp �A20�

The outer half-power law �A18� becomes

US − u

u�

= − A�Y + Ep �A21�

The additive constant Cp in the inner layer half-power law �A20�
depends on wall roughness potential � or the roughness function
�U+ as

Cp = ��Rp�1/2�A

2
ln	 ��Rp�3/2

�

 + A�ln 2 − 1� + B� �A22�

Cp = ��Rp�1/2�A

2
ln��Rp�3/2 + A�ln 2 − 1� + B − �U+�

�A23�

The outer layer does not depend on wall roughness and supports
the Townsend �38� hypothesis. The turbulent boundary layer on a
fully smooth surface ��=1, �U+=0� with negligible wall shear
stress, in the neighborhood of separation, was considered by
Stratford �39� and outer layer self-preserving nonlinear outer flow
by Townsend �40�. Furthermore, using dimensional arguments for
large adverse pressure gradient, the half-power law for velocity
distribution was proposed by Stratford �39�, and the self-
preserving nonlinear outer flow was patched with by Townsend
�40�, which was later matched asymptotically by Afzal �41� in the
terminology of the method of matched asymptotic expansions.
The shallow outer wake layer �US�Uc� under very strong adverse
pressure gradient was adopted by Kader and Yaglom �42� to get
the half-power law for the outer velocity profile, which is not
valid in the neighborhood of the separation domain �Afzal
�41,43��. From turbulent boundary layer experimental data, the
half-power law constants A versus �, Cp versus �Rp, and Ep
versus � on a fully smooth surface ��=1, �U+=0� are also shown
in Afzal �43�, under strong adverse pressure gradient with negli-
gible wall shear stress, in the neighborhood of separation. It is
shown that the data power law slope A versus � data would not be
inconsistent with A=2 /k, where k=0.4 is the universal value of
the Karman constant.

Appendix B: Nonlinear Outer Wake Layer With Eddy
Viscosity Model

The present work dealt with the open equations of turbulent
motion, up to a point beyond which it is not possible to proceed
any further without a closure hypothesis. Consequently, in outer
layer the Clauser’s constant eddy viscosity model has been
adopted for lowest order outer Eq. �16� subjected to the boundary
conditions f0��X ,��−1=T0�X ,��=0 and the matching conditions
�→�w demanding T0�X ,0�=1. The eddy viscosity hypothesis �
=
��u /�y in outer layer where �c=
� /Ue�* being Clauser con-
stant, �=�ca1�x−xo� and �1+m�a1=�* /� and the outer layer has
been in equilibrium, f0�X ,Y�= f�Y� subjected to the power law
velocity Ue��m at the edge of the boundary layer, give

f� + f f� + �1 − f�2� = 0 �B1�

f�0� = 0, �B2a�

f��0��
o

�

�1 − f��dY =
	2

�c
, �B2b�

f���� = 1 �B2c�

The Falkner–Skan equation �B1� with the pressure gradient pa-
rameter =m / �1+m� is subjected to the boundary conditions of
prescribed wall shear stress �B2b�. The solution to these equations
predict the outer slip velocity f��0�=bS as a function of the pa-
rameter 	2 /�c. For 	→0, the wake- and jetlike solutions are de-
scribed in Afzal �27,28,41�. The zero slip velocity �f��0�=bS=0�
with f��0�=0 implies a point of vanishing skin friction and the
solution of the Falkner–Skan equations �B1� and �B2� predicts 
=−0.198838 and m=−0.0.165858. Furthermore, the outer flow is
a shallow wake �US=Uc�, and the lowest order outer solution
becomes f��Y�=1 and bS=1.
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Near Surface Velocity
Distributions for Intermittent
Separation of Turbulent Boundary
Layers
At the location of intermittent turbulent boundary layer separation a finite positive mean
surface shear stress still exists. It is demonstrated that viscous coordinates and a mixing
length turbulent model may still be used at the location of intermittent separation. The
large scale turbulent mixing in the separation region appears to require the universal
mixing constant, K, increases with Reynolds number. Once true zero-mean-surface-shear-
stress separation occurs, the mixing length model for the turbulent flow near the surface
is no longer valid and a constant eddy viscosity is indicated. �DOI: 10.1115/1.2903818�

Introduction
The concept that turbulent boundary layer separation can be

viewed as a transition process was proposed by Sandborn and
Kline �1�. This model identified a region of intermittent separa-
tion, which was the location associated with the adverse affects of
separation. The point where the mean surface shear stress is equal
to zero is downstream of the intermittent separation location.
Sandborn and Liu �2� experimentally demonstrated experimen-
tally the relation between the intermittent and the zero-mean-
shear-stress separations.

A detailed description of the physics of intermittent separation
is lacking. The model of Sandborn and Kline associated intermit-
tent separation with the location where viscous affects on the
mean velocity distribution could be neglected. A simple velocity
defect-power law distribution led to the correlation of the profile
shape factors at intermittent separation. Although intermittent
separation was associated with absents of viscous effects, it was
evident that the surface shear stress, while small, was not zero.
The measurements of Simpson, et al. �3,4� confirmed the exis-
tence of a finite surface shear at the location of intermittent sepa-
ration. The measurements of Sandborn and Liu �2� indicated flow
reversal of the order of 30% at intermittent separation for small
Reynolds numbers; while the laser measurements of Simpson, et
al. �4�, at moderate Reynolds numbers, indicate 20% reversal.
Sandborn and Liu assumed that 50% reversal corresponded to the
zero-mean-surface-shear-stress separation. Obviously, the mean
surface shear stress will depend not only on the percent reversal,
but also on the magnitude of the forward and reverse flows. While
a need exists to better specify wall functions and/or boundary
conditions related to the intermittent separation, it should be noted
that the work of Stratford �5� and more recent studies �e.g.,
Castillo et al. �6��, using a zero-surface-shear-stress boundary con-
dition, were able to predict the occurrence of intermittent separa-
tion. The present study examines the flow near the surface in the
separation region using boundary conditions compatible with the
model for intermittent separation.

Intermittent Separation
It is well established that the turbulent boundary layer velocity

distributions, near the surface, in zero and moderate pressure gra-

dients, are similar �law of the wall� when nondimensionalized by
the wall parameters, U�=��w /� and y*�yU� /�, where �w is the
mean surface shear stress and � and � are the fluid density and
kinematic viscosity, respectively. Obviously, for �w=0, these co-
ordinates are not usable. However, for the flow up to intermittent
separation a finite value of �w exists, suggesting the wall param-
eters may still be of value.

The laser velocimeter data of Simpson, et al. �4� demonstrate
that the near wall velocity distributions deviate systematically
from the law of the wall as the flow proceeds into the separation-
transition region, Fig. 1. The values of U� used for Fig. 1 were
determined from surface-heat-transfer sensors which agreed with
the empirical Ludwieg–Tillmann skin friction relation. While the
accuracy of the measured surface shear stress near separation may
be limited �listed as �12% �4��, the uncertainty of �w was not
likely to be of the order of four times smaller, which would be
required to agree with the law of the wall. It appeared that the near
surface velocities reported by Simpson, et al. start to deviate from
the law of the wall approximately at the location where the first
indications of flow reversal ��1% reversal� were observed.

Van Driest �7� demonstrated that the log-law velocity distribu-
tion found for the zero pressure gradient turbulent boundary layers
could be obtained using the archaic mixing length model for the
turbulence near the surface. The separation-transition region ve-
locity distribution might also be modeled similar to the upstream
boundary layer flow.

Integration of the x-direction equation of motion close to the
surface leads to a relation of the form �where the Reynolds stress,
�uv, is related to the velocity gradient�

�w + y
�p

�x
= f� �U

�y
	 �1�

where p is the static pressure and U is the local velocity. The
function,f , is modeled, Van Driest �7�, using the mixing length;
and for the case of no viscous damping,

f = �
�U

�y
+ �K2y2� �U

�y
	2

�2�

The function,f , could be viewed as a special series expansion of
the local velocity gradient. K is identified as the universal mixing
constant. Van Driest solved Eqs. �1� and �2� for the case �p /�x
=0. For �p /�x not equal to zero the solution of Eqs. �1� and �2� in
nondimensional form is
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U* =

0

y* 2�1 + y*p*�dy*

1 + �1 + 4K2y*2�1 + y*p*�
�3�

where U*=U /U� and p*= �� /U�
3��1 /����p /�x�. �Note that only

the positive value of the square root, shown in Eq. �3�, appears of
interest.�

The present derivation requires that �p /�x is not a variable with
y in the region of interest. Experimentally, it has been shown that
the pressure varies with y-distance near the surface �2�; however,
the x- and y-momentum equations are found to be nearly indepen-
dent.

Stratford’s separation analysis sets �w=0 and uses only the sec-
ond term in Eq. �2� for f to arrive at the prediction that U��y.
Schlichting and Gersten �8� presented a dimensional analysis
leading to U��y for vanishing wall shear stress.

Equation �3� indicates that the values of U* will increase as p*
increases for fixed values of K and y*. Although K is identified as
the universal mixing constant in the literature, its value appears to
vary from less than 0.4 to greater than 0.6 for the nonseparating
flows. For the separating flows the large scale structure of the
outer flow dominates the distributions �9�; thus, K might be ex-
pected to increase in the separation region.

Figure 2�a� compares the laser measurements of Simpson et al.
�4� at x=129.375 �R�=19,089, p*=0.102, and K=0.7� and
131.875 in. �R�=16,188, p*0.230, and K=0.8� �intermittent sepa-
ration was indicated at x=130 in.� with Eq. �3�.

Also shown in Fig. 2�a� is an empirical curve fit to the mea-
surements

U* = 0.763�y* + 2.04 �4�
This type of relation, which was employed by Stratford, is a rea-
sonable representation of the velocity distribution for y* in the
range of 10–100. However, Eq. �3� offers an improved prediction
of the velocity distribution close to the surface.

Figure 2�b� shows measurements reported by Simpson et al.
�3�, which required a value of K between 1 and 1.5 for comparison
with Eq. �3�. Also shown in Fig. 2�b� is a set of measurements of
Simpson, et al. �4� taken at a location downstream of the intermit-
tent separation, which indicates a value of K of the order of 4.
Obviously, the need to have a variable K demonstrates the lack of
similarity for the flow near the surface in the separation region.
The need for the large values of K may also indicate the change of
the turbulent process from a mixing length to an eddy viscosity
type characteristic.

To evaluate the affect of low Reynolds number, �R�=1100 and
1880�, intermittent separation, a set of measurements using a TSI
fiber-optics-laser velocimeter, was made in a small �8.9
�16.5 cm2� expanding duct �10�. The velocimeter fiber optics
probe, with a focal length of 120 mm, was mounted on a traverse
external to the duct. The traverse could be set within �0.02 mm,
although the location of the measuring volume with respect to the
surface was limited to 0.05 mm. The laser output was evaluated
directly from the TSI Colorburst software �FINE�, where values of
the mean velocities were determined by summing the individual
time realizations of the velocity. While the velocities were re-
corded to four significant figures, the accuracy was limited by the
bias corrections discussed below.

Since the fluctuations in velocity in the intermittent separation
region were many times the mean values, biasing errors for the
computed mean velocity will occur, as discussed by McLaughin
and Tiederman �11�. The biasing was due to more high velocity
tracer particle realizations being sampled than low velocity par-
ticle. McLaughtin and Tiederman gave a one dimensional correc-
tion for biasing as

Pcorr�U� =
Um

U
Pbias�U� �5�

Where P�U� is the probability of the velocity, U, and Um is the
correct mean value. The analysis of McLaughlin and Tiederman
did not foresee the use of Eq. �5� for the separation cases, where
the velocity can be positive or negative, as well as zero. As a first

Fig. 1 Velocity distributions upstream and in the separation
region. Data of Simpson et al. †4‡ „uncertainty: U=0.2 f /s, y
=0.002 in.….

Fig. 2 Comparison of intermittent separation profiles with the
predictions of Eq. „3…. „a… Data of Simpson et al. †4‡. „b… Data of
Simpson et al. †3‡ and downstream data of Simpson et al. †4‡.
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approximation Eq. �5� was applied for �U�	Um, with no correc-
tion for the probability between �Um. An iteration process was
employed to determine Um.

The values of Um, with and without bias corrections, are shown
in Fig. 3. The bias corrections were as great as 60% for the data
very close to the surface, so the comparison with the predictions
of Eq. �3� is a first approximation. The actual comparison of Eq.
�3�, shown in Fig. 3, for K=0.4–0.6 might be viewed as a check
on the bias correction.

There is a marked difference in the near wall velocity distribu-
tions between the present low Reynolds numbers, R�=1100 and
1880, and the moderate values, R�=15,000–20,000. The values of
p* decrease with increasing Reynolds number, Fig. 4, which lead
to the differences in the velocity distributions. The high Reynolds
number data plotted in Fig. 4 were those reported by Schubauer
and Klebanoff �12� and Sandborn �13�. The relatively small varia-
tion of p* for R�	20,000 is consistent with the similarity findings
at high Reynolds numbers �6�.

Zero-Mean-Surface-Shear-Stress Separation
Since the major adverse affects associated with boundary layer

separation occur at the intermittent separation location, the zero-
mean-surface-shear-stress separation is mainly of academic inter-
est. While many studies have use �̄w=0 as a boundary condition,
the predictions always relate back to the intermittent separation
flows. The early pitot tube and hot wire measurements of Sand-
born and Liu �2� examined the velocity distribution at the point
where the flow was reversed 50% of the time. The velocity distri-
bution was found to be nearly the same as that for laminar sepa-
ration. The measurements indicated that near the �w=0 separation
location, the mean velocity is responding as if the flow has a
constant eddy viscosity.

Measured velocity distributions at the location �w=0 are rarely
reported. A near wall velocity distribution for flow with 50% re-
versal measured in the 8.9�16.5 cm2 duct is plotted versus �y /
,
Fig. 5. The 50% time reversal profile of Sandborn and Liu �2� and
Coles’ �14� tabulated law of the wake �separation� velocity distri-
bution are also shown in Fig. 5. The laminar separation profile for
the similarity flow of Falkner–Skan is also shown in Fig. 5 �15�,
together with empirical laminar separation profiles �16�. No re-
gion of velocity proportional to the square root of distance is
evident for either the theoretical, empirical, tabulated, or mea-
sured profiles. Thus, it is evident that the mixing length model and
the Stratford type analysis do not apply when the point of true
�w=0 occurs in turbulent boundary layers.

Conclusions
It is found that once the turbulent boundary layer begins the

transition process to separated flow the velocity distributions de-
viates from the logarithmic law of the wall. Employing Van Dri-
est’s mixing length model to the pressure gradient flow, and al-
lowing the universal mixing constant, K, to take values from 0.4
to 1 or greater, it was possible to obtain a reasonable approxima-
tion for the near wall velocity distributions at intermittent separa-
tion. The value of K was found to increase as the Reynolds num-
ber increased. The large scale turbulent mixing becomes more
pronounced with increasing Reynolds number.

Stratford’s analysis predicts that the velocity distribution varies
as the square root of distance near the surface. The square root
variation may be a reasonable approximation for the intermittent
separation profiles over a limited distance from the surface. How-
ever, the measured velocity profiles at the location of zero-mean-
surface-shear-stress separation do not indicate a square root varia-
tion with distance. The zero-shear separation velocity variation
agrees with a model of constant eddy viscosity rather than that of
a mixing length.

Fig. 3 Velocity near the surface at intermittent separation in
the duct. „�… Measured; „� and �… bias corrections, Eq. „5…. „a…
R�=1110. „b… R�=1880.

Fig. 4 Variation of the non dimensional pressure gradient with
Reynolds number

Fig. 5 Zero-mean-surface-shear-stress separation velocity
profiles. U /Ue=1+ „1−y /�…m

†m ln„1−y /�…−1‡.

Journal of Fluids Engineering APRIL 2008, Vol. 130 / 041203-3

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
�1� Sandborn, V. A., and Kline, S. J., 1961, “Flow Models in Boundary Layer Stall

Inception,” J. Basic Eng., 83�3�, pp. 317–327.
�2� Sandborn, V. A., and Liu, C. Y., 1968, “On Turbulent Boundary Layer Sepa-

ration,” J. Fluid Mech., 23�2�, pp. 293–301.
�3� Simpson, R. L., Strickland, J. H., and Barr, P. W., 1974, “Laser and Hot Film

Anemometer Measurements in a Separating Turbulent Boundary Layer,” Re-
port No. WT-3, NTIS AD-A001115, Thermal and Fluid Science Center, South-
ern Methodist University.

�4� Simpson, R. L., Chew, Y. T., and Shivaprasad, B. G., 1980, “Measurements of
a Separating Boundary Layer,” Project SQUID, Report No. SMU-4-Pu, NTIS
AD-Ao9525213.

�5� Stratford, B. S., 1959, “An Experimental Flow With Zero Skin Friction
Throughout Its Region of Pressure Rise,” J. Fluid Mech., 5�1�, pp. 17–35.

�6� Castillo, L., Wang, X., and George, W. K., 2004, “Separation Criterion for
Turbulent Boundary Layer Via Similarity Analysis,” J. Fluids Eng., 126�3�,
pp. 297–304.

�7� Van Driest, E. R., 1956, “On Turbulent Flow Near a Wall,” J. Aeronaut. Sci.,
23�11�, pp. 1007–1011.

�8� Schlichting, H., and Gersten, K., 2000, Boundary Layer Theory, 8th ed.,
Springer, New York, p. 545.

�9� Simpson, R. L., 1989 “Turbulent Boundary Layer Separation,” Annu. Rev.
Fluid Mech., 21, pp. 205–234.

�10� Sandborn, V. A., 2002, “Surface-Shear-Stress Pulses in Adverse-Pressure-
Gradient Turbulent Boundary Layers,” AIAA J., 40�1�, pp. 177–179.

�11� McLaughlin, D. K., and Tiederman, W. G., 1973, “Biasing Correction for
Individual Realization of Laser Anemometer Measurements in Turbulent
Flow,” Phys. Fluids 16�12�, pp. 2082–2088.

�12� Schubauer, G. B., and Klebanoff, P. S., 1951, “Investigation of Separation of
the Turbulent Boundary Layer,” NACA Report No. 1030.

�13� Sandborn, V. A., 2003, “Reynolds-Number Correlations for Separation of Tur-
bulent Boundary Layers” AIAA J., 41�4�, pp. 744–747.

�14� Coles, D., 1956, “The Law of the Wake in the Turbulent Boundary Layer,” J.
Fluid Mech., 1, pp. 191–226.

�15� Smith, A. M. O., 1954, “Improved Solutions of the Falkner and Skan Bound-
ary Layer Equation,” Sherman Fairchild Fund Paper No. FF-10, Institute of the
Aeronautical Sciences.

�16� Sandborn, V. A., 1959, “Equation for the Mean Velocity Distribution of
Boundary Layers,” NASA Memorandom 2-5-59E.

041203-4 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N. I. I. Hewedy

Mofreh H. Hamed1

e-mail: mofrehhh@yahoo.com

F. Sh. Abou-Taleb

Tarek A. Ghonim
e-mail: tarek�ghonim@yahoo.com

Mechanical Power Engineering Department,
Faculty of Engineering,
Menoufiya University,

Egypt

Optimal Performance and
Geometry of Supersonic Ejector
The optimum geometries of the ejectors, which give maximum efficiency, are numerically
predicted and experimentally measured. The numerical investigation is based on flow
equations governing turbulent, compressible, two-dimensional, steady, time averaged,
and boundary layer equations. These equations are iteratively solved using finite-
difference method under the conditions of different flow regimes, which can be divided
into several distinctive regions where the methods for estimating the mixing length are
different for each flow region. The first region depicts the wall boundary layer, jet shear
layer, and secondary and primary potential flows. The second one contains a single
region of developing flow. A simple ejector with convergent-divergent primary nozzle was
fabricated and experimentally tested. The present theoretical and experimental results are
well compared with published data. The results obtained are used to correlate the opti-
mum ejector geometry, pressure ratio, and ejector optimum efficiency as functions of the
operation parameters and ejector area ratio. The resultant correlations help us to select
the optimum ejector geometry and its corresponding maximum efficiency for particular
operating conditions. �DOI: 10.1115/1.2903742�

Keywords: supersonic flow, two-dimensional flow, optimum ejector geometry, ejector
area ratio, maximum ejector efficiency

1 Introduction
For many years, ejectors utilizing readily available fluids have

been employed in industry to economically produce vacuums and
pump secondary fluids. Figure 1 presents a view of typical ejector
and its principal components. As shown, two streams of differing
momentum are mixed in a duct where the higher momentum
stream �primary fluid� sucks the lower momentum �secondary
fluid� via entrainment. Ejector efficiency and its performance are
based on the ability of the adjacent streams to adequately mix and
exchange momentum.

Many studies were directed toward understanding of the flow
phenomena and performance of ejectors. Donald and Robert �1�
carried out an experimental and theoretical investigation at super-
sonic and subsonic Mach numbers of auxiliary inlets supplying
secondary air flow to ejector exhaust nozzle. The tests were ex-
tensively conducted on two ejector configurations over a wide
range of primary nozzle pressure ratios at Mach numbers of 0.64,
1.5, 1.8, and 2.0. Fabri and Paulon �2� experimentally and theo-
retically studied supersonic air-air ejectors. The theoretical analy-
sis was based on one-dimensional flow and the experimental study
was conducted on a constant-area mixing ejector. The effects of
different parameters, such as length of the mixer, terminating dif-
fuser length, cross section of the mixer, and primary flow Mach
number, were theoretically studied. Kirti et al. �3� numerically
studied the turbulent mixing in the initial region of heterogeneous
axisymmetric coaxial confined jets. A binary isothermal system of
nonreacting gases is considered. Results were obtained for four
different jet configurations for which the experimental data were
available. A formulation was presented for the eddy viscosity and
the eddy diffusivity that adequately describes the confined turbu-
lent mixing of heterogeneous streams in the initial region. Abou-
Taleb �4� experimentally and analytically studied the effect of
geometric parameters on the performance of ejectors. Approxi-
mate formulas for calculating pressure ratio and optimum entrain-

ment ratio as well as the optimum design conditions were derived.
Dutton and Carroll �5� developed a one-dimensional constant-area
flow model for solving a large class of supersonic ejector optimi-
zation problems. Design curves for common case of adiabatic
primary and secondary gases of equal molecular weight and stag-
nation temperature were also presented and discussed. Raman and
Taghavi �6� provided a detailed experimental evaluation of a rect-
angular, multielement, supersonic jet mixer-ejector nozzle. Infor-
mation on the mixing, pumping, ejector wall pressure distribution
characteristics of four simple, multi-element, jet mixer-ejector
configurations was presented. The obtained results showed that
the ejector configuration that produced the maximum entrainment
ratio also exhibited the lowest wall pressures in the inlet region
and maximum thrust augmentation. Guillaume and Judge �7� pre-
sented a unique means of increasing the efficiency of a jet pump
by elliptical nozzles on jets instead of round jets. At high flow
rates, the jet pump using the elliptical jets was shown to have an
efficiency that was approximately a factor of 6 greater than the
pump using the round jets. Szabo �8� studied analytically the in-
fluence of the material quality of the primary gas jets on the final
vacuum created by a supersonic gas ejector. Examined ejectors
showed that their geometry greatly depended on the quality
changes of the operating primary gas due to the temperature and
pressure changes. Kandakure et al. �9� developed a numerical
model to understand the hydrodynamic characteristics with refer-
ence to ejector geometry and the effects of operating conditions
on the ejector performance. Karambirov and Chebaevskii �10� de-
scribed a method of choosing an ejector geometry for given oper-
ating conditions. Generalized dimensionless characteristics of
ejectors were given for averaged loss coefficients. They explored
the possibility of decreasing the coefficients of heat loss by im-
proving the profile for the delivery of passive fluids to an ejector
pump �use of stepped diffuser�. Yong et al. �11� numerically and
experimentally studied the development of a large-entrainment-
ratio axisymmetric supersonic ejector for microbutane combustor.
Operation conditions as well as geometric parameters of the ejec-
tor were systematically changed and their effects on volume-flow-
rate ratio were investigated in a series of experiments where bu-
tane was mostly simulated by air. From the review, it is clear that
the performance of air ejectors mainly depends on the geometric
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and operational parameters. Most of past publications did not con-
cern with overall efficiency enhancement by optimization of the
geometric parameters and choosing of the operating conditions in
order to give the maximum overall ejector efficiency. The primary
motivation behind this work is to fulfill the following: �1� devel-
opment and validation of a 2D mathematical model to predict the
performance of supersonic ejectors, �2� selecting the optimum ge-
ometry of an ejector in order to optimize its performance, and �3�
relating the geometric and operational parameters by both numeri-
cally based correlations and design charts deduced from the the-
oretical investigation in order to obtain optimum ejector design
�maximum efficiency� for a wide range of operational parameters.

2 Experimental Setup
The experimental installation is schematized in Fig. 2. Com-

pressor of sufficient capacity is used to ensure the continuous
operation of the ejector. Compressed air �at a maximum pressure
of about 8 bars and an ambient stagnation temperature� is filtered
to remove large particles, such as dust and compressed oil drop-
lets. The compressed air is then directed toward an air reservoir,
which is connected to the entrance of the primary flow nozzle of
the ejector. A pressure control valve is used to adjust the primary
flow stagnation pressure Po1. The entrained air flow is taken from
the surrounding atmosphere. The entrained mass flow rate can be
regulated by means of a valve located at the entrance of the aspi-
ration tube.

Apparatuses installed on the primary and secondary air circuits
to measure the stagnation pressures and mass flow rates are also
shown in Fig. 2. Pressure taps distributed along the ejector were
used to measure wall static pressure distributions.

In the tested ejector as illustrated in Fig. 1, the exit diameter of
the primary flow nozzle is 6.2 mm �inner�, the dimensionless con-
stant pressure mixing section length �La /Db�, constant-area mix-
ing section length �Lb /Db�, diffuser section length �Lc /Db�, and
area ratio �Ar� are 4.08, 4.46, 8.9, and 17.38, respectively, while
the total angles of the constant pressure mixing section and the

diffuser section, �1 and �2, are 5.4 deg and 2.7 deg, respectively.
The uncertainty for all the measuring devices is found to be in the
range of 0.05–6.45%.

3 Mathematical Model
The flow through the ejector is modeled based on the governing

flow equations under the assumptions reported in Ref. �15�.

3.1 Governing Equations. For axisymmetric flow, the sys-
tem of equations governing turbulent, compressible, steady, time-
averaged, and boundary layer flows can be written in terms of
stream function, � using the proposed transformation by Krause
�12,15� as follows.

In continuity equation,

��̄ū

�x
+

1

r

���̄v̄r�
�r

= 0 �1�

In momentum equation,

ū
�ū

�x
= −

1

�̄

dp̄

dx
+

ū

2�

�

��
� �̄�̄ūr2

2�

�ū

��
− u���v��r� �2�

In energy equation,

ūc̄p
�T̄

�x
=

ū

�̄

dp̄

dx
+

ū

2�

�

��
� k̄�̄ūr2

2�

�T̄

��
− c̄pT���v��r� +

�

�̄
�3�

where

� = � �̄ūr

2�

�ū

��
�2

− u���v��� �̄ūr

2�

�ū

��
�

Fig. 1 Ejector geometry, boundary conditions, and computa-
tional grid

Fig. 2 Experimental setup

Fig. 3 Flow regions

Fig. 4 Comparison between predicted wall static pressure dis-
tributions and published theoretical and experimental data †3‡
for different entrainment ratios „PO1=24 bars, TO1=706 K…
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��2

�y
= �̄ūr,

��2

�x
= �̄v̄r

Using the eddy viscosity model, the “turbulent shear stress” and
“turbulent heat transfer” are defined by

�T = �̄�
�ū

�r
= − u���v�� =

�̄2ūr�

2�

�ū

��
�4�

qT = �̄c̄p�H
�T̄

�r
= − c̄p��v��T� =

�̄2ūr

2�
c̄p�H

�T̄

��
�5�

where � is termed the “eddy momentum diffusivity” and �H is the
“eddy thermal diffusivity.”

After substitution from Eqs. �4� and �5�, Eqs. �2� and �3� can be
expressed in a dimensionless form and regrouping in X-�* coor-
dinates �15� as

u
�u

�X
= −

1

2�*

dp

dX
+

u

2�*

�

��*
�S

�u

��*
� �6�

uc
p
* ��

�X
=
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2�*
u

dp

dX
+

CLuS

2�*
� �u

��*
�2

+
u

2�*

�

��*
�Q

��

��*
� �7�

where

CL =
�� − 1�M1

2

Twr

T1
− 1

Q = � �*

Pr1

+
E�*

Prt
�Y2�*u

2�*

S = ��* + E�*

2�*
�Y2�*u

3.2 Turbulent Shear Stress and Heat Transfer. The well-
known Prandtl assumption for the turbulent shear stress and heat
transfer is

Fig. 5 Comparison between predicted radial variation of axial velocity and pub-
lished theoretical and experimental data †3‡ at four axial locations „PO1=24 bars,
TO1=706 K, and �=21…

Fig. 6 Comparison between predicted radial variation of stagnation tempera-
ture and published theoretical and experimental data †3‡ at four axial locations
„PO1=24 bars, TO1=706 K, and �=21…
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� = lm
2 �ū

�r
�8�

In a dimensionless form and X-�* coordinates, Eq. �8� becomes

E =
u�*Y

2�*
Lm

2 	 �u

��*
	

For specifying the approximate relationship between the mixing
length and the mean flow variables, confined jet mixing, as re-
ported in Ref. �13�, can be split into several distinctive regions, as
shown in Fig. 3. The first region is called Regime 1, which con-
tains the wall boundary layer, and jet shear layer, and secondary
and primary potential flow regions, while the second one is called
Regime 2, which contains a single region of developing flow. The
methods of estimating mixing length are different in each flow
region. In the jet shear layer, the mixing length is assumed to be
dependent only on the shear layer width �14�. The definitions of
the wall boundary layer thickness and shear layer thickness were
based on the value of r at which the local velocity was 0.99 of the
external stream velocity and taken as depicted in Ref. �15�.

3.3 Finite-Difference Equations. The general form of differ-
ential equations �6� and �7� in finite-differencing form according
to grid lines shown in Fig. 1 is

An−1	m+1,n + Bn−1	m+1,n+1 + Cn−1	m+1,n−1 = Dn−1 �9�

where 	 is the generalized dependent variable representing u and
� for the conservation of momentum and energy, respectively.
While A, B, C, and D are the source terms taken as depicted in
Ref. �15�.

3.4 Boundary Conditions. At the inlet, the air velocity pro-
file is assumed to be uniform. At outlet, the gradient of flow vari-
ables in the flow direction is set to zero. Along the axis of sym-
metry, the following boundary conditions were used:

Y = 0, �* = 0,
�u

��*
= 0,

��

��*
= 0

The wall boundary conditions are

Y = f�X� �known wall geometry�, �* = const, u = 0

��

��*
= 0

3.5 Solution Procedure and Convergence. The system of
equations �9� has been solved using an implicit finite-difference
scheme based on the arrangement shown in Fig. 1. The solution
procedure and convergence are realized by the algorithm depicted
in Ref. �15�.

3.6 Model Validation. A test for the present model is carried
out for a typical case of air-air ejector. So the model has been
tested and validated against the published experimental and ana-
lytical results of Ref. �3�. These comparisons are presented in
Figs. 4–6 under the same conditions of motive stagnation pressure
and temperature, Po1 and To1, for the tested ejector. It is evident
from Fig. 4 that the present predicted wall static pressure distri-
butions and experimental one �3� are in closer agreement com-
pared to analytical results of Ref. �3�, while Figs. 5 and 6, show
the present predicted, experimental, and theoretical velocity and
temperature profiles at four axial locations of Ref. �3�. The com-
parison shows acceptable agreement. However, the experimental
and theoretical velocity and temperature profiles of Ref. �3� are in
closer agreement than the present predicted and experimental of
Ref. �3�, which may be due to the empirical input of the velocity
and temperature profiles at each flow section into the analytical
model presented in Ref. �3�, while the present model depends only
on the assumed initial conditions.

To more validate the present model, the model has been com-
pared to the present experimental results, as shown in Fig. 7, for
wall static pressure coefficient distributions at five different values
of motive stagnation pressure coefficient. The comparison is in a
reasonable agreement.

4 Optimum Ejector Design
The objective of optimum ejector design is to achieve a maxi-

mum efficiency through the following procedures.

�1� A random value of an area ratio is chosen.
�2� Operational parameters �, 
, and Cpo

in order to avoid
shocks, separation, and secondary flow recirculation are se-
lected.

�3� Minimum optimum dimensionless ejector lengths �La /Db,
Lb /Db, and Lc /Db� are selected in order to minimize the
overall ejector weight and to maximize the overall ejector
efficiency.

�4� For each optimum ejector design, there are certain values of
the operational parameters, which give the maximum effi-

Fig. 7 Comparison between predicted wall static pressure coefficient dis-
tributions and experimental data at different inflow conditions

041204-4 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ciency. The optimum dimensionless lengths are correlated
as functions of the ejector area ratio and the operating pa-
rameters. Both the optimum ejector lengths together with
the optimum operational parameters are interpreted in opti-
mum characteristic curves.

4.1 Optimum-Constant-Pressure Mixing Section Length
„La ÕDb…. Mixing of supersonic primary flow with the subsonic
secondary flow leads to an abrupt pressure rise, which leads to
possible regions of recirculation or separation, which are undesir-
able in optimum designs. A convergent section results in a higher
velocity of the secondary flow �leading to its acceleration�, which
is accompanied by a decrease in the static pressure that equalizes,
to some extent, the abrupt pressure rise due to the mixing leading
to an overall constant pressure mixing. After several trials, the
optimum-constant pressure mixing length is found to be the length
at the end of which the flow becomes no longer supersonic.

4.2 Optimum-Constant-Area Mixing Section Length
„Lb ÕDb…. After selection of the optimum-constant-pressure mixing
section length, both streams of flow are allowed to completely
mix in a constant-area mixing section. The optimum length of the
constant-area mixing section is the length at the end of which
fully developed flow is accomplished.

4.3 Optimum Diffuser Section Length „Lc ÕDb…. The opti-
mum length of diffuser section is selected to recover the pressure
until a certain back pressure. In all calculations in the present
study, an atmospheric back pressure is chosen.

5 Results and Discussion

5.1 Effect of Area Ratio, Ar. Ejector area ratio is considered
as the main geometric parameter in designing an ejector for a
particular operation. The ejector area ratio �Ar� is defined as the
ratio between the area of the constant-area mixing section and the
exit area of the primary flow nozzle. The inner exit primary flow
diameter is kept constant at 6.2 mm, while the constant-area mix-
ing section is varied in order to investigate the effect of Ar, on
ejector performance. Increasing the area ratio increases the sec-
ondary flow inlet area �where �1 and �2 are constants�. A larger
secondary flow area results in a smaller velocity, smaller Mach
number, and consequently a larger static pressure. The effect of
area ratio on the static pressure coefficient and centerline flow
Mach number at four different area ratios is shown in Figs. 8 and
9. From the figures, it is clear that Ar, has a positive effect on the

static pressure coefficient and a negative effect on the centerline
Mach number. The effect of area ratio on the ejector efficiency ���
and the pressure ratio ��� at different operating conditions is
shown in Fig. 10.

Figure 10�a� shows the effect of area ratio on the ejector effi-
ciency and pressure ratio at four different mass ratios. At a certain
value of area ratio, ejector efficiency is increased as the mass ratio
increases while for a given mass ratio, ejector efficiency is firstly
increased due to the increase in the area ratio, which increases the
static temperature of the secondary flow. However, the ejector
efficiency is then decreased due to the increase in total energy loss
represented in the exit stagnation pressure, Poe. Figure 10�b�
shows the effect of area ratio on the ejector efficiency and pres-
sure ratio at six different temperature ratios. For a given value of
area ratio, efficiency is increased as the temperature ratio de-
creases because of a decrease in the primary flow static tempera-
ture. While for a given value of temperature ratio, the ejector
efficiency is firstly increased due to an increase in the static tem-
perature of the secondary flow but it is then decreased due to the
increase in the frictional losses associated with decreasing exit
stagnation pressure, Poe. Figure 10�c� represents the effect of area
ratio on the ejector efficiency and pressure ratio at four different
stagnation pressure coefficients. At a certain area ratio, a lower
stagnation pressure coefficient leads to efficiency enhancement
due to the power saving represented in a lower primary flow stag-
nation pressure. While at a certain value of Cpo

, efficiency is
firstly increased due to an increase in the secondary flow static
temperature T2 and it is then decreased due to a decrease in exit
stagnation pressure at ejector exit.

5.2 Optimum Characteristic Curves. To obtain the opti-
mum characteristic curves through the previously mentioned op-
timization procedures, five values of area ratios Ar, are selected
9.78, 17.38, 39.11, 108.65, and 278.14. For each area ratio, the
operational parameters 
, �, and Cpo

are chosen by systematic
trial together with the optimum ejector dimensionless lengths
La /Db, Lb /Db, and Lc /Db.

The five previously mentioned area ratios are separately inves-
tigated to develop correlations relating ejector maximum effi-
ciency, pressure ratio, and ejector optimum dimensionless lengths
to area ratio and operational parameters. The area ratio under in-
vestigation is kept constant and the operational parameters 
, �,
and Cpo

are systematically varied one by one while keeping the
others as constants. The maximum efficiency is selected with its
pressure ratio and the ejector optimum dimensionless lengths and

Fig. 8 Effect of area ratio on static pressure coefficient distri-
butions along the ejector geometry „�=6, CpO

=1.76, �=1…
Fig. 9 Effect of area ratio on centerline Mach number distribu-
tions along the ejector geometry „�=6, CpO

=1.76, �=1…
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so on. The obtained results are used in developing numerical for-
mulas relating all the parameters under study. The obtained corre-
lations for air-driven air ejectors with �1=5.4 deg and �2
=2.7 deg are in the following forms:

La

Db
=

6.605Cp0

2.193�0.595


0.507Ar
1.115 �10�

La + Lc

Db
=

8.787CP0

2.071�1.509


0.693Ar
1.303 �11�

LT

Db
=

8.545CP0

0.827�0.837


0.496Ar
0.572 �12�

� =
1.048
0.13

CP0

0.498�0.393Ar
0.662 �13�

� =
132.81�0.439

CP0

0.0938
0.77Ar
0.587 �14�

A comparison between the numerical results and the values ob-
tained by the deduced formulas is represented in Fig. 11. The
comparison shows an acceptable agreement. The formulas are
validated for an area ratio of 9.78Ar278.14, a mass ratio of
2�51, a temperature ratio of 1
4, and with a stagnation
pressure coefficient of 1.28Cpo

4.10.
Figure 12 illustrates the optimum characteristic curves for ejec-

tor selection under maximum efficiency at five different area ra-

Fig. 10 Effect of area ratio on ejector efficiency and pressure ratio for different inflow conditions:
„a… Effect of mass ratio „CpO

=1.76, �=1.0…; „b… effect of temperature ratio „CpO
=1.76, �=5…; „c… effect of

stagnation pressure coefficient „�=5, �=1.0…
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tios. Intermediate values of temperature ratios can be obtained by
interpolation.

Figure 13 represents the optimum characteristic curves of a
certain ejector at four different temperature ratios in order to op-
erate at maximum efficiency. The formulas obtained are then used
to determine the optimum lengths of the ejector. For example,
from Fig. 13�a�, if it is required to operate with a mass ratio of
�=8 for an isothermal ejector �
=1�, then the optimum stagna-
tion pressure coefficient should be 1.28, which gives an optimum
efficiency of 36% and a pressure ratio of 0.03 at an area ratio of
39.11. However, the efficiency and pressure ratio would be about
46.5% and 0.045, respectively, if a square root of an area ratio is
chosen by interpolation to be about 5.6 �Ar=31.36�. Then the
optimum ejector dimensionless lengths could be obtained from the
formulas as functions of �, 
, Ar, and Cpo

. To validate the per-
formed optimization, three optimized geometries, the dimensions
of which can be obtained from correlations �10�–�12� with an area
ratio of 17.38, are selected from the optimum design charts and
the correlations, fabricated and experimentally tested. The ob-

tained results are compared to that theoretically predicted and also
to that obtained from the correlations. The comparison shown in
Fig. 13�a� shows a reasonable agreement.

6 Conclusions
The present study is concerned with numerical and experimen-

tal investigation of supersonic primary flow and subsonic second-
ary flow air-air ejectors. A general method of calculating two-
dimensional mixing of compressible jet in variable-area ducts has
been developed and validated against previously published theo-
retical and experimental data. The choice of an eddy diffusivity
model for momentum and heat transfer is effective. Formulas for
ejector optimum �maximum efficiency� design are obtained by
fitting the numerical results and relating the ejector operational
parameters to the ejector optimum geometric dimensionless

Fig. 11 Comparison between numerical prediction and values predicted
by correlations „10…–„14…
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Fig. 12 Optimum characteristic curves for ejector performance at five different area ratios:
„a… 
Ar=3.13; „b… 
Ar=4.17; „c… 
Ar=6.25; „d… 
Ar=10.42; „e… 
Ar=16.68
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parameters, pressure ratio, and optimum efficiency. In order to
optimize the ejector operation, maximum efficiency, for a particu-
lar operating conditions, it is strongly recommended to combine
both geometric and operational parameters.

Nomenclature
An−1 � coefficient in the finite-difference equation �9�

Ar � area ratio �Db /d�2

b � local jet shear layer width
Bn−1 � coefficient in the finite-difference equation �9�

c̄p � time-averaged specific heat at constant pressure
c

p
* � dimensionless specific heat, c̄p /cp1

cp1 � specific heat at nozzle exit plane
CL � Eckert number, ��−1�M1

2 /Twr /T1−1
Cn–1 � coefficient in the finite-difference equation �9�

Cp � wall static pressure coefficient, Pi− P1 /0.5�1u1
2

Cpo � primary flow stagnation pressure coefficient,
Po1− Pref /0.5�1U1

2

d � internal exit diameter of the primary flow
nozzle

D � diameter of the constant pressure mixing sec-
tion at the nozzle exit plane

Db � diameter of the constant-area mixing section
Dn−1 � coefficient in the finite-difference equation �9�

Fig. 13 Optimum characteristic curves for ejector performance at four different temperature ratios:
„a… �=1; „b… �=2; „c… �=3; „d… �=4
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E � dimensionless eddy viscosity, � /�1
H � wall static pressure head
h � distance from shear layer outer edge to the jet

centerline

k̄ � time-averaged thermal conductivity
k1 � thermal conductivity of primary flow at nozzle

exit plane
lm � mixing length

Lm � dimensionless mixing length
mo � mass flow rate
M � Mach number

M1 � primary flow Mach number at nozzle exit
plane, U1 / ��RT1�1/2

p̄ � time-averaged static pressure
p � dimensionless pressure, p̄ /0.5�1U1

2

P � wall static pressure
Po � stagnation pressure

Pref � reference atmospheric pressure
Prt � turbulent Prandtl number, � /�H
Pr1 � Prandtl number, �1cp1 /k1

Q � dimensionless parameter in Eq. �7�
qT � turbulent heat transfer, ��v��T�
S � dimensionless parameter in Eqs. �6� and �7�
T � local static temperature

T̄ � time-averaged temperature
T� � instantaneous fluctuating temperature
To � stagnation temperature

Twr � wall reference temperature
ū � time-averaged velocity in x direction

u� � instantaneous fluctuating axial velocity
component

U � local axial velocity in x direction
u � dimensionless velocity in x direction, ū /U1
v̄ � time-averaged flow velocity in r direction

v� � instantaneous fluctuating radial velocity
component

x � space coordinate in the axial direction
X � dimensionless space coordinate, U1x /�1

�X � step size in x direction
r � space coordinate in the radial direction
Y � dimensionless space coordinate in the radial

direction, U1r /�1
V � volume flow rate
� � ejector efficiency = �V2 /V1��Poe− Po2� / �Po1

− Poe�=��T2 /T1�� / �1−��
� � pressure ratio, Poe− Po2 / Po1− Po2

 � stagnation temperature ratio, To1 /To2
� � stream function

�* � dimensionless stream function, �*2=�2u1 /�1v1
2

�for axisymmetric flow�
� � fluid density
�̄ � time-averaged fluid density

�* � dimensionless fluid density, �̄ /�1

� � mass ratio, m1
o /m2

o

�̄ � time-averaged absolute viscosity
�* � dimensionless absolute viscosity, �̄ /�1
�1 � primary flow viscosity at nozzle exit plane

� � local shear stress
�T � turbulent shear stress, ��v��u�
� � eddy momentum diffusivity

�H � eddy thermal diffusivity
� � dimensionless temperature, T̄−T1 /Twr−T1

�1 � total angle of constant pressure mixing section
�2 � total angle of diffuser section
� � kinematic viscosity
� � local wall boundary layer thickness
� � dimensional boundary layer thickness, u1� /�1

Subscripts
1 � primary stream condition at nozzle exit plane
2 � secondary stream condition at nozzle exit plane
e � mixing section exit condition
i � an integer number denoting the pressure tap

number or location of pressure
w � wall condition
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Nozzle Geometry and Injection
Duration Effects on Diesel Sprays
Measured by X-Ray Radiography
X-ray radiography was used to measure the behavior of four fuel sprays from a light-duty
common-rail diesel injector. The sprays were at 250 bar injection pressure and 1 bar
ambient pressure. Injection durations of 400 �s and 1000 �s were tested, as were axial
single-hole nozzles with hydroground and nonhydroground geometries. The X-ray data
provide quantitative measurements of the internal mass distribution of the spray, includ-
ing near the injector orifice. Such measurements are not possible with optical diagnos-
tics. The 400 �s sprays from the hydroground and nonhydroground nozzles appear quali-
tatively similar. The 1000 �s spray from the nonhydroground nozzle has a relatively
consistent moderate width, while that from the hydroground nozzle is quite wide before
transitioning into a narrow jet. The positions of the leading- and trailing-edges of the
spray have also been determined, as has the amount of fuel residing in a concentrated
structure near the leading edge of the spray. �DOI: 10.1115/1.2903516�

Introduction
Diesel engines represent a large and important class of engines

in transportation applications. Their high thermal efficiency com-
pared to spark-ignited engines makes them an attractive option for
decreasing fossil fuel usage. One of the most critical aspects of
combustion in diesel engines is the spray used to introduce fuel
into the engine cylinder. The character of this spray greatly affects
the emissions and overall efficiency of the engine �1�, and has thus
been the subject of intense research in recent years. Both the
injection pressure and injection timing are important parameters
of interest. Injection pressure can be used to regulate the amount
of fuel delivered to the engine, which determines the output power
of the engine. A strategy that has been developed in recent years
to decrease diesel engine combustion noise is pilot injection, in
which a short-duration injection is used to introduce a small quan-
tity of fuel into the engine cylinder prior to the long-duration main
injection event. Pilot injection has also been shown to reduce peak
cylinder pressure �1,2�. The transient behavior of the injector
while the needle is opening is more important for the short injec-
tions used for pilot injection. Thus, data regarding the behavior of
both long-duration and short-duration sprays are needed.

Due to the importance of fuel sprays to engine performance,
they have been an area of active experimental and computational
research �3,4�. Many techniques exist to examine spray behavior,
ranging from mechanical measurement techniques, such as patter-
nators �5� and piezoelectric force transducers �4,6�, to conven-
tional optical measurements, such as shadowgraph and schlieren

imaging �7–10�. More recently, laser-based diagnostics, such as
Mie scattering imaging �10,11�, laser-induced fluorescence �12�,
and exciplex fluorescence �13�, have also been used to examine
sprays. The most commonly measured quantities are the speed at
which the leading edge of the spray advances �penetration speed�
and the overall spreading angle of the spray �cone angle�.

Traditional measurement techniques, however, suffer from se-
vere limitations �14�. Mechanical measurement techniques inevi-
tably perturb the spray flow field. Optical measurements are lim-
ited because the surfaces of droplets scatter light. In regions with
a high density of fuel droplets, such as near the fuel injector
orifice, this scattering becomes so pronounced that scant light pen-
etrates the spray. This lack of light transmission obscures the in-
ternal spray structure in shadowgraph and schlieren images. In
laser-based techniques, this attenuation causes nonuniform illumi-
nation of the spray �12�. Moreover, the light scattered or emitted
from dense regions of the spray has a high likelihood of encoun-
tering other droplets and, in turn, being scattered. These multiple
scattering effects make it difficult to quantitatively measure the
spray structure, particularly in areas of high droplet density. Thus,
little is known about the structure of fuel sprays in regions of high
droplet density, such as near the injector orifice. Recently, the
technique of ballistic imaging has been developed to attempt to
overcome these multiple scattering effects �15�. While this tech-
nique can provide images of the unsteady structure of the spray, it
does not provide quantitative data regarding the fuel distribution.

In recent years, X-ray radiography has been adapted to examine
the internal mass distribution of diesel sprays �16–19�. Radiogra-
phy has been used to examine the behavior of both diesel �15–18�
and gasoline �19� sprays in a quantitative, time-resolved fashion.
The radiography technique provides detailed information regard-
ing the mass distribution of these sprays, which is unobtainable
with optical techniques.
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In this paper, X-ray radiography was used to measure the inter-
nal mass distribution of sprays from a diesel injector for different
injection durations and orifice geometries. The mass distributions
of the sprays are described, as are the differences between injec-
tions using different durations and nozzle geometries. The move-
ment of the leading and trailing edges of the sprays is shown as a
function of time. The behavior of the cone angle of the sprays is
examined, as is the fraction of the total spray mass residing near
the spray leading edge. Similar measurements have been at-
tempted in past X-ray radiography spray measurements by the
authors �15�. However, these measurements were limited to short-
duration injections and small regions near the injector. The current
measurements cover a much larger field of view. Moreover, the
current study probes the behavior of long-duration sprays, which
are more representative of main injection event sprays.

Experimental Method

Radiography Technique. X-ray radiography is based on a
simple application of linear absorption. Unlike visible light,
X-radiation is not significantly scattered from the surface of fuel
droplets. The dominant interaction of X-rays with the spray is
absorption. A narrow beam of X-rays illuminates the spray, and
the absorption of this beam is used to find the quantity of fuel in
the path of the beam. If I�0,� , t� is the X-ray intensity incident on
the spray at time t and I�� ,� , t� is the X-ray intensity after passing
though the spray, the following equation applies:

I��,�,t� = I�0,�,t�e−������t� �1�

In this equation, � is the absorption coefficient of the fuel in the
spray �with units of length−1� and � is the path length of fuel in the
beam. In general, the absorption coefficient depends strongly on
the X-ray wavelength �. However, spectral X-ray detectors suit-
able for the absorption measurements needed in ultrafast radiog-
raphy are not currently available. This dependence of absorption
coefficient on wavelength would make it difficult to quantitatively
reconstruct the path length from a measurement of X-ray intensity
if the X-ray beam were polychromatic. This difficulty is overcome
by using a monochromatic X-ray source, which simplifies the
above equation and allows quantitative measurements to be made
more easily. Using the density of the fuel ���, the path length can
be converted into a projected density �M�, in units of mass per
unit area in the beam. This projected density is derived using the
following formula:

M�t� =
�

�
ln� I�z = �,t = 0�

I�z = �,t� � �2�

The resulting data from X-ray radiography give a quantitative
measure of the spray’s projected density along the beam path as a
function of time. These data provide an important complement to
traditional optical spray measurements. X-ray radiography data
can show the internal mass distribution of fuel sprays with good
time and spatial resolution, especially in high-density regions of
the spray. These are precisely the data that are unobtainable with
optical techniques. Moreover, the quantitative nature of these data
allows for more sophisticated analyses than have been previously
used with optical measurements.

There are some important drawbacks to the radiography tech-
nique, however. Since the data are path length integrated, varia-
tions in the spray structure along the X-ray beam cannot be mea-
sured. Moreover, the data are ensemble averaged. Thus, unsteady,
transient structures cannot be measured. The technique fundamen-
tally measures features of the spray which are persistent shot to
shot. Strong absorption of the X-ray beam can also limit the ac-
curacy of the technique, with the lower transmitted intensity lead-
ing to a lower signal-to-noise ratio. In the current study, the mini-
mum transmission is approximately 0.40 �with a corresponding
path length of approximately 300 �m�, which is still within the

range for which the linear absorption technique is applicable. A
more detailed discussion of the experimental method can be found
elsewhere �20�.

Two axial single-hole injection nozzles were used in this study.
One has undergone very little hydrogrinding, leaving a sharp en-
trance to the nozzle; the ratio of nozzle entrance rounding to
nozzle radius �r /R� is 0.4. The length-to-diameter ratio of this
nozzle is 4.7. The other nozzle has undergone extensive �24%�
hydrogrinding, resulting in a well-rounded entrance �r /R=2.0�.
The nozzle diameter of the nonhydroground nozzle is 208 �m,
which is slightly larger than the hydroground nozzle �183 �m�.
This difference was intentional; the nozzles were designed to have
approximately the same steady-state flow rate. Since the sharp
entrance to the nonhydroground nozzle results in a reduced dis-
charge coefficient, its diameter must be larger �21�. The size of
these orifices is comparable to that of nozzles used in operational
diesel injectors.

Four test conditions were examined in this study. Two com-
manded injection durations, 400 �s and 1000 �s, were used. The
400 �s duration was intended to simulate a pilot injection; the
total injected quantity for these events is less than 400 �g/stroke.
The 1000 �s duration allowed the spray to reach steady state. All
combinations of injection duration and nozzle geometry were
tested, yielding four unique injection events.

The X-ray beam used to probe the spray was produced at the
1-BM beamline at the Advanced Photon Source, a synchrotron
X-ray source at Argonne National Laboratory. The X-ray beam
was monochromatic, with a photon energy of 8 keV. A series of
X-ray optics was used to create a tightly focused, monochromatic
beam. Vertical and horizontal X-ray slits were then used to limit
the beam size. The full width at half maximum �FWHM� size of
the beam was 200�30 �m2 for the short-duration spray from the
hydroground nozzle and 145�12 �m2 for the other three sprays.
The time-averaged beam intensity was monitored nonintrusively
using ionization chambers. The beam was directed through the
spray, and a fraction of the beam was absorbed by the fuel. The
transmitted X-ray beam illuminated an EG&G avalanche photodi-
ode �APD� detector whose output is proportional to the beam
intensity; the time constant of the detector is less than 5 ns. The
voltage signal from the photodiode was recorded every 1 ns for a
duration of 1–2 ms using a Yokogawa DL7480 500 MHz digital
oscilloscope. The layout of the experimental equipment is shown
schematically in Fig. 1.

The spray was created with a Bosch common-rail light-duty
diesel injection system. In this system, high-pressure fuel is main-
tained at relatively constant pressure in a reservoir �common rail�
that feeds the injector. Electrical current activates an internal hy-
draulic circuit in the injector, which causes the injector needle to
lift, allowing fuel to exit the injector. The current is supplied to the
injector in two stages. An initial burst of current �18 A�, referred
to as the breaking current, is supplied at the beginning of the
injection to aid in opening the injector, followed by a lower cur-
rent �12 A� to hold the injector open. For the 400 �s injection
with the hydroground nozzle, the breaking current was applied for
250 �s, while for the other injections, the breaking current was

Fig. 1 Experimental layout
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applied for 150 �s. Because of this difference in the current signal
to the injector, care must be used in comparing the short-duration
spray from the hydroground nozzle to the other sprays.

The injection pressure used in these sprays is 250 bars. This
represents a low pressure compared to that of some modern
common-rail systems, which can achieve pressures of more than
2000 bars. The injection pressure was chosen to limit the penetra-
tion speed of the spray leading edge. For the short-duration
sprays, the spray event ends before the spray’s leading edge
reaches the edge of the measurement domain, allowing the leading
and trailing edges of the spray to be measured at the same time
after the start of injection. Moreover, this modest pressure is simi-
lar to that used at idle conditions in some diesel engine
applications.

The spray was contained in an enclosed chamber with X-ray
transparent windows. The ambient gas in the chamber was N2 at
1 atm pressure and room temperature. Measurements at higher
ambient pressure and injection pressure values over limited fields
of view have been performed in the past �18�; further such mea-
surements are ongoing. While the current ambient condition is far
from the conditions in an engine cylinder during a fuel injection
event, the design of the X-ray transparent windows has not suffi-
ciently progressed to allow for large windows capable of with-
standing high pressure. The larger field of view of the current
experiments allows the far-field behavior of all of the sprays to be
examined in detail. Moreover, a large field of view is needed to
examine the evolution of the entire spray plume after the end of
injection for the short-duration sprays. It should be noted that the
current measurements have been performed under nonvaporizing
conditions; the results may not be generally applicable to vapor-
izing sprays.

A purge flow of 1 L /min of N2 gas was used to remove stray
fuel droplets and vapor from the chamber without inducing large
velocities in the ambient gas. The fuel used in these injections was
Viscor 1487, a calibration fluid with physical and chemical prop-
erties similar to diesel fuel. A cerium-based fuel additive was
added to the fuel in a ratio of 9:1 to enhance the contrast of the
X-ray data, yielding a final cerium concentration of approximately
4% by mass.

The radiography technique measures the transmission of X-rays
through the spray. To convert the transmission to projected mass,
the absorption coefficient must be determined. The absorption co-
efficient of the fuel depends on the chemical identity of the fuel
and the fuel density, and so it is constant throughout the experi-
ment to a good approximation. The absorption coefficient is de-
termined by a static measurement using the X-ray transmission
through a capillary tube. Fuel properties, including the X-ray ab-
sorption coefficient, are given in Table 1.

The APD provides a path length-integrated measure of the fuel
quantity for one beam path through the spray. The injector was
moved in a raster pattern to study the spatial distribution of the
spray. Data were taken at approximately 2500 individual locations
in the flow field. The measurement grid for one of the sprays
examined in this study is shown in Fig. 2. In this work, the
x-coordinate represents the distance from the injector nozzle exit
along the injector axis. The y-coordinate is the distance from the
injector axis in a direction perpendicular to both the injector axis
and the X-ray beam; the line-of-sight radiography data naturally
map onto the x-y plane. As shown in Fig. 2, the data were mea-
sured in discrete transverse slices; the spacing between different

slices ranged from 0.2 mm near the orifice to 2 mm far down-
stream. For each slice, 25–55 measurement points were equally
spaced in the y direction to measure the full transverse extent of
the spray with good resolution of its structure. The spacing be-
tween data points in the y direction ranged from 30 �m near the
orifice to 250 �m far downstream. To reduce the noise in the data,
which is mainly caused by electronic noise in the detector readout
and detector photon shot noise, the X-ray data at each measure-
ment location are an ensemble average of 64 spray events. Recent
single-shot radiography measurements near the spray orifice of
similar diesel sprays have shown that shot-to-shot variations in the
projected mass in the spray are quite small �22�. Thus, the
ensemble-averaged results presented in this paper, including pen-
etration speed and cone angle, appear to accurately represent the
spray distribution on a single-shot basis as well.

Several steps are necessary to extract the projected density of
the fuel from the APD signal. The x-ray source gives a series of
24 X-ray pulses spaced approximately 155 ns apart in a pattern,
which repeats every 3.68 �s. To reduce the noise in the data, the
24 X-ray intensity peak values for each synchrotron orbit are
binned together. Thus, the time step in the processed data is
3.68 �s.

The beam intensity values are in arbitrary units. To normalize
these data, a measure of the beam intensity without absorption by
the spray is needed. To obtain this measure, the X-ray intensity
was averaged for the time period before the spray emerged from
the orifice �55–75 �s�. This x-ray intensity is used to normalize
the data for all subsequent time steps. Next, the data are corrected
for the slightly nonlinear response of the APD. This yields a final
value for the transmission of the X-ray beam through the spray,
which is converted to projected density using Eq. �2�. This proce-
dure is followed for each location in the measurement grid.

Experimental Uncertainty. Major contributions to the experi-
mental uncertainty are the measurements of the spray transmis-
sion, the measurement position in the spray flow field, the absorp-
tion coefficient, and time. The standard deviation of the spray
transmission is approximately 0.0025. The x and y positions of the
measurements are repeatable to within �20 �m and �5 �m, re-
spectively. The uncertainty in the absorption coefficient is ap-
proximately 1.5%. The time measurement is repeatable to within
1 ns throughout the data record. The accuracy of the time mea-
surement is within 0.1%. At low mass levels, this yields a standard
deviation in the projected mass of approximately 0.8 �g /mm2. At
the highest projection mass regions, where the absorption is the
greatest, the standard deviation of the projected mass is
6.0 �g /mm2.

Table 1 Fuel properties at 30°C

Density, kg /m3 865.4
Viscosity, m2 /s 3.32�10−6

Surface tension, N/m 25.9�10−3

X-ray absorption coefficient, m2 /kg 3.02�0.04, 400 �s, hydroground
3.11�0.04, all others

Fig. 2 Measurement locations for the long-duration spray
from the hydroground nozzle
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Results
All of the subsequent data are referenced to the time of the

apparent start of injection �SOI�, which is defined as the time step
when fuel is first detected outside the injector orifice. Table 2
shows the time delay measured between the commanded SOI and
the apparent SOI. Note that for the short-duration sprays, the cur-
rent to the injector had ended before any fuel exited the injector
orifice.

The X-ray data provide a unique way to visualize the ensemble-
averaged spray behavior as a function of time. Figures 3–5 show
the evolution of the two short-duration sprays studied in this
work. Early in the spray events, a narrow jet of high-density fluid
exits the nozzle. The highest projected density is near the nozzle,
with a relatively sharp drop in projected density near the spray
leading edge. As the sprays from both nozzles proceed further,
their form is a thin jet of fluid terminated by a concentrated struc-
ture near the leading edge, as shown in Fig. 4. This structure is
more easily seen in the spray from the hydroground nozzle. Pre-
vious X-ray measurements of diesel sprays at higher ambient den-

sity and injection pressure values have also shown leading-edge
structures �16,18�, though the structures seem to be enhanced by
the current experimental conditions. After the injector closes, the
trailing jets quickly dissipate, while the leading-edge structures
persist, as shown in Fig. 5. The leading-edge structure appears to
contain the vast majority of the mass of the spray and grows in
size, becoming more dilute as it progresses downstream, espe-
cially for the hydroground nozzle spray.

The major difference between the two sprays is that the spray
from the hydroground nozzle appears to develop more quickly
than the spray from the nonhydroground nozzle, as shown by both
the penetration of the leading edge of the spray and the overall
shape of the spray. The authors hypothesize that this condition is
caused largely by the difference in the breaking current timing
used in these injection events; such effects are not seen in the
long-duration sprays in Fig. 6, in which the same breaking current
was used for both cases. It appears that the longer application of
the breaking current allowed the injector to open faster and to a
larger degree for the spray from the hydroground nozzle than the
spray from the nonhydroground nozzle.

Figure 6–8 show the projected mass density distributions of the
long-duration injections from both nozzles. The initial behavior of
the sprays from both of these nozzles is very similar to the behav-
ior of the short-duration sprays; for example, compare the appear-
ance of Figs. 4 and 6, noting the difference in the scales of the
shading. A major difference is that the jet of fluid connecting the
leading-edge structure to the nozzle is denser for the long-duration
sprays, as the injector remains open throughout the times shown
in Figs. 6–8.

The leading-edge structure eventually penetrates past the down-

Table 2 Measured delay between commanded and apparent
SOI

Spray event Delay, �s

400 �s, hydroground 486�4
400 �s, nonhydroground 451

1000 �s, hydroground 429
1000 �s, nonhydroground 477

(a) (b)

Fig. 3 Projected density for short-duration injections 77 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle

(a) (b)

Fig. 4 Projected density for short-duration injections 206 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle

(a) (b)

Fig. 5 Projected density for short-duration injections 365 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle
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stream edge of the measurement domain, resulting in what at first
appears to be the steady-state jet behavior in Fig. 7. However,
approximately 700 �s after SOI, the appearance of the spray from
the hydroground nozzle changes dramatically. The wide spray
shown in Fig. 7 transitions into a very narrow jet of fluid, as
shown in Fig. 8; this appears to be the true steady-state behavior
of the spray. No such transition is apparent in the spray from the
nonhydroground nozzle. These behaviors match the results of pre-
vious studies of short-duration injections with these nozzles at
1000 bar injection pressure �16�. The nature of this transition is
discussed further later in this paper.

The distribution in projected density across each measurement
slice can be examined to better quantify the behavior of the spray.
As Fig. 9�b� shows, a Gaussian curve fits the data well at most
measurement positions. This agreement is not unexpected, since
in a fully developed turbulent jet, one expects the concentration
distribution of the jet fluid to be Gaussian �23�. A notable excep-
tion is near the injector, where the measured distribution is flatter
than a Gaussian curve, as shown in Fig. 9�a�. This behavior has
been seen in previous X-ray radiography measurements of diesel
sprays at various injection pressures �16�, and suggests that a core
of fluid near the liquid density might be present very near the
nozzle. Gaussian fits were made to all of the transverse distribu-
tions to aid in further analysis of the sprays.

A consequence of the Gaussian distribution of fuel across the
spray is that it is inherently difficult to define a boundary of the
spray, especially for x�2 mm. The mass distribution appears to
smoothly decrease from a peak on the spray axis to zero far from
the axis. This is in stark contrast to optical spray measurements,
for which a sharp gradient in light intensity is evident at the spray

periphery. This highlights the differing capacities of the radiogra-
phy and optical measurement techniques. Radiography focuses on
the high-density core region, whereas optical techniques focus on
the periphery of the spray. As such, care must be taken in com-
paring the radiography results to optical measurements.

The width of the Gaussian fits can be used as a quantitative
measure of the width of the sprays. Figure 10 shows the FWHM
of the Gaussian fits as a function of x �axial distance from the
nozzle, see Fig. 2� for the long-duration sprays at four times. The
slope of these plots represents the definition of the full cone angle
of the sprays used in this work. By using FWHM as the definition
of the spray width, if one assumes that the sprays are axisymmet-
ric and that the mass distribution is Gaussian, it can be shown that
half of the spray mass is contained within this cone angle. It
should be noted that this definition of cone angle is fundamentally
different than cone angle based on visible light spray images, and
thus should not be expected to yield the same results.

Early in the spray event �445 �s after SOI�, the spreading rate
of the spray is largely linear for both sprays. The spray is particu-
larly wide near the leading edge of the spray, which corresponds
to the leading-edge structure. At this time, the spray from the
hydroground nozzle is substantially wider than the spray from the
nonhydroground nozzle. However, at 644 �s after SOI, the spray
from the hydroground nozzle has begun to undergo the transition
seen in Figs. 7 and 8. While the spray is quite wide far down-
stream of the nozzle, the cone angle near the nozzle is now similar
to the spray from the nonhydroground nozzle. This narrowing
continues and propagates downstream. At 1068 �s after SOI �see
also Fig. 8�, the transition is complete. The spray from the hydro-

(a) (b)

Fig. 6 Projected density for long-duration injections 328 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle

(a) (b)

Fig. 7 Projected density for long-duration injections 641 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle

(a) (b)

Fig. 8 Projected density for long-duration injections 1068 �s after SOI; „a…
Hydroground Nozzle „b… Nonhydroground Nozzle
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ground nozzle is quite narrow, while the spray from the nonhy-
droground nozzle is virtually unchanged from its behavior 661 �s
after SOI. As the spray event ends, the cone angle of the spray
from the hydroground nozzle suddenly becomes wide once again,
while for the nonhydroground nozzle, it becomes only slightly
wider. This transitional behavior in sprays from the hydroground
nozzle has been seen in short-duration injections at 1000 bar in-
jection pressure as well �16�, though the transition was not as

dramatic as in the present data. Given that the previous study cited
used a different injection duration and a different injection pres-
sure, such differences are not surprising.

By performing a linear fit to the data in Fig. 10, the full cone
angle of the sprays can be quantified. These data are shown in Fig.
11. A line is fitted to the Gaussian FWHM versus x curves, such as
those shown in Fig. 10, and the slope of the line is used to calcu-
late the full cone angle. The x range across which the fits were

Fig. 9 Example distributions of the projected density across the spray „in the y direc-
tion… from the hydroground nozzle 328 �s after SOI at axial distances from the nozzle of
„a… x=0.2 mm and „b… x=10.0 mm

Fig. 10 FWHM of long-duration sprays, as determined by Gaussian fits, at selected
times after SOI. Lines connecting the data are guides for the eye.
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performed, was restricted to the region from 0.2 mm to 10 mm
from the nozzle to ensure that the relationship between FWHM
and x would be reasonably linear at most time steps. Thus, the
cone angle values shown in Fig. 11 represent a near-nozzle cone
angle.

Figure 11 demonstrates several points worthy of note. First, the
cone angles of these sprays are much smaller than the typical
values seen in optical measurements of diesel sprays, which are
typically on the order of 20 deg �7,24�. This trend has been seen in
past measurements of diesel sprays using X-ray radiography �16�.
Since the distribution of mass across the spray is a smooth Gauss-
ian curve, the use of FWHM as the threshold to define the cone
angle is, while quantitative, arbitrary. Indeed, if one used a smaller
threshold �resulting in a wider width�, a larger cone angle would
result. In order to achieve cone angle values comparable to those
found in optical measurements, the threshold must be set at a very
low projected density level �i.e., far from the center of the Gauss-
ian distributions�. This indicates that optical measurements of the
cone angle measure the very periphery of the spray mass distribu-
tion.

It should be noted that the cone angle is determined optically by
thresholding images of the spray. As mentioned previously, the
contrast in optical spray images tends to be quite high, so the
spray boundary is well defined with such a technique. Since the
contrast in spray images depends on droplet size, the mass distri-
bution in the spray, multiple scattering effects, camera gain, and
the exact value of the threshold used, it is unclear what projected
density level would correspond to the optical cone angle. This is a
further demonstration that care must be taken in comparing opti-
cal and radiographic spray measurements.

Figure 11 also allows the extent of the narrowing of the spray
distribution for the hydroground nozzle spray to be quantified.
The cone angle of the spray from the hydroground nozzle de-
creases by a factor of nearly 5 between 475 �s and 1068 �s after
SOI. This is a much more dramatic change in cone angle than is
typically seen in optical measurements of diesel spray cone angle
versus time �7�. The authors believe that there are two possible
explanations for this dramatic change in behavior. First, the needle
of the injector throttles the fuel flow in the early stages of the
spray event, which is expected to create turbulence in the nozzle
sac. Such turbulence will disturb the fuel jet leaving the orifice,
promoting early spray breakup and a wide cone angle. As the
nozzle becomes more fully open and the throttling-induced turbu-
lence lessens, such effects should decrease. For the hydroground
nozzle, with its smooth nozzle contour, this should result in a
smooth flow through the nozzle, promoting a delay in the breakup
of the spray and a narrower fuel jet. The sharper nozzle inlet to the

nonhydroground nozzle will lead to a greater level of cavitation
and turbulence than is seen in the hydroground nozzle; the flow in
the orifice would be expected to be perturbed even when the
needle is at full lift, which would explain why no transition occurs
for this nozzle. This hypothesis also explains why the cone angle
increases at the end of injection; the needle once again begins to
throttle the fuel flow, and the added disturbance of the fuel flow
promotes early breakup and a wider cone angle.

An alternative explanation is that the hydroground nozzle may
have undergone a hydraulic flip process, whereby a gaseous
sheath forms around the fuel flow in the injector orifice, allowing
a largely undisturbed jet to flow from the injector. This behavior
has been seen in previous experiments using axial injector nozzles
�25�. However, the decreased cavitation caused by the rounded
contours of the hydroground nozzle would not be expected to
favor hydraulic flip, which requires a great deal of cavitation to
initiate. Thus, the authors believe that throttling effects inside the
injector are the most likely cause for this transition.

The spray angle for both nozzles is largest at the end of the
injection event. This increase in the cone angle at the end of the
injection event is well known in the literature from optical mea-
surements. In optical measurements, the cone angle increases at
the end of the injection event by approximately 20–30% �7�. The
change is much more dramatic for the X-ray radiography mea-
surements. The cone angle increases by 36% for the nonhydro-
ground nozzle and by a factor of approximately 6 for the hydro-
ground nozzle between 1068 �s and 1215 �s after SOI. It seems
that the spray periphery, which defines the optical cone angle,
does not necessarily reflect changes in the mass distribution in the
core of the spray with great fidelity.

The area under the Gaussian fits provides another useful analy-
sis tool. This area represents the integral of the projected density
in a slice across the spray and will be referred to as the “transverse
integrated mass” �TIM�, in units of �g /mm. It gives a measure of
the amount of fuel per millimeter along the spray axis at particular
axial location.

Figure 12 shows the TIM at the same times as in Figs. 3–5 for
the short-duration spray from the nonhydroground nozzle; the
plots for the hydroground nozzle are qualitatively similar. These
plots illustrate the distribution of fuel in the axial direction at a
given time after SOI. While only three plots are shown, the plots
for various times smoothly transition between the shapes shown in
Fig. 12. Early in the spray, the fuel is distributed within the first
4 mm from the nozzle. The maximum TIM is located about 3 mm
from the nozzle, near the spray leading edge. The peak in the TIM
represents the concentrated structure seen near the leading edge of
the spray.

Fig. 11 Cone angle of the long-duration sprays versus time
after SOI. Lines connecting the data are guides for the eye.

Fig. 12 TIM for the short-duration spray from the nonhydro-
ground nozzle at selected times after SOI. Lines connecting the
data are guides for the eye.
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From shortly after SOI to approximately 150 �s after SOI, the
qualitative shape of the TIM plot is quite similar to the plot for
77 �s after SOI shown in Fig. 12. The TIM value at the nozzle
remains relatively constant as time progresses, the TIM smoothly
increases from this value to a peak value near the spray leading
edge, and the TIM sharply decreases at the spray leading edge.
The peak value of the TIM increases markedly with time, indicat-
ing that mass accumulates in the leading-edge structure as the
spray progresses. After approximately 150 �s after SOI, the TIM
near the nozzle rapidly decreases with time, indicating that the
injector is closing. The plots of TIM versus x evolve to take the
form shown at 206 �s after SOI. At later times, the leading-edge
structure begins to dissipate, as seen at 365 �s after SOI. The TIM
values upstream also decrease as the spray dissipates.

The behavior of the TIM is somewhat different for the long-
duration sprays, as shown in Fig. 13 for the spray from the hy-
droground nozzle. �The behavior of the TIM for the nonhydro-
ground nozzle is similar.� In the initial stages of the spray, the
TIM plot is very similar to what is seen in the short-duration
sprays. After the leading-edge structure leaves the measurement
domain, the TIM is largely linear with a slight positive slope. This
behavior seems reasonable, since in a steady, fully developed jet,
the axial flow rate is uniform in the x direction. Since the jet fluid
decelerates as it moves downstream, the TIM must increase to
maintain the uniform axial flow rate. The TIM values after the

transition of the spray from wide to narrow are lower than those
before the transition. In addition, the plot becomes flatter, which
suggests that the axial velocity of the jet as a function of axial
location may be more uniform after the transition.

A traditional measure of spray behavior is the speed at which
the leading edge of the spray penetrates into the ambient gas.
Figure 14�a� shows the position of the leading edge of the spray as
a function of time after SOI for all four sprays. The spray leading
edge is defined as being located at a slice once the TIM for that
slice reaches 10% of the peak value for that slice. While this
threshold is somewhat arbitrary, it matches the visual appearance
of the projected density distributions in Figs. 3–8 quite well, and
the rate at which the TIM rises as a function of time near the
leading edge is so steep that the penetration versus time values are
insensitive to the precise value of the threshold. To obtain the
penetration speed, a fourth-order polynomial has been fitted to
these data and differentiated analytically. The fits to the penetra-
tion data are generally quite accurate; the standard deviation of the
residuals of the fit is approximately 0.12 mm. Except near the
ends of the data record, the standard deviation in the derived
penetration speed estimate is less than 5 m /s. The results are
shown in Fig. 14�b�. Several trends are evident in this plot. The
penetration speed increases as the spray moves downstream for all
cases early in the injection event. For the long-duration sprays, the
spray from the nonhydroground nozzle penetrates considerably
faster than the spray from the hydroground nozzle early in the
spray. However, the penetration speed for both of these sprays
shows the same trend subsequent to 200 �s after SOI. The higher
penetration speed early in the injection event for the nonhydro-
ground nozzle is consistent with other analysis, which shows that
the injection velocity for the nonhydroground nozzle is somewhat
greater than that for the hydroground nozzle early in the injection
event �26�.

The short-duration spray from the nonhydroground nozzle pen-
etrates considerably slower than either of the long-duration sprays
early in the spray. The short-duration spray from the hydroground
nozzle, however, penetrates nearly as quickly as the long-duration
spray from the nonhydroground nozzle early in the spray, with a
penetration speed of roughly 100 m /s at 400 �s after SOI. The
authors hypothesize that the longer breaking current duration for
this injection caused the injector to open more quickly and fully
than for the spray from the nonhydroground nozzle. A more rapid
opening of the injector should lead to an increased pressure at the
nozzle inlet, resulting in increased injection velocity, and thus a
faster penetration speed. Indeed, further analysis shows significant
differences in the injection velocity behavior for the two short-
duration sprays which are consistent with this hypothesis �26�.

Fig. 13 TIM for the long-duration spray from the hydroground
nozzle at selected times after SOI. Lines connecting the data
are guides for the eye.

Fig. 14 Spray leading-edge penetration: „a… spray leading-edge position versus time;
„b… spray leading-edge speed vesus time
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For both short-duration sprays, the penetration speed reaches a
peak value around 400 �s after SOI and thereafter begins to de-
crease. This behavior follows the authors’ expectations, since late
in the spray event, the injectors are closed. Unlike the long-
duration sprays, these short-duration sprays are no longer supplied
with high-momentum fuel. As the spray loses momentum to the
ambient gas, it is expected to slow down. The penetration speeds
in this study are significantly lower than the penetration speeds
seen in previous radiography studies of sprays at 500 bar injection
pressure �18�. This is also expected, since lower injection pressure
results in a lower penetration speed.

It should be noted that the current spray penetration data show
increasing spray leading-edge velocity as the spray moves down-
stream. This is at odds with previous penetration correlations in
the literature �7,11�, which show constant penetration speed up to
a characteristic penetration length, after which the penetration
speed decreases. There are two reasons for this discrepancy. First,
traditional correlations ignore the finite time required for the in-
jector to open. Indeed, close examination of Figs. 11 and 16 of
Ref. �7� show acceleration of the spray leading edge near the SOI.
These effects are especially pronounced in the current study; sev-
eral hundred microseconds are required for the injection velocity
to approach the steady-state value �26�. Given that the injection
velocity slowly increases, it is expected that the leading-edge
speed would also accelerate. Moreover, according to the accepted
spray correlations, the decelerating effects of the ambient gas are
not felt across much of the spray domain in the current measure-
ments. If one uses the accepted parameterization given in Ref. �7�
and assumes typical values for the optical spray cone angle
�20 deg� and flow diameter �183 �m for the hydroground nozzle�,
the characteristic penetration length is 44 mm, which is near the
downstream end of the measurement domain for all of the sprays.
Thus, without the injector opening effects described above, one
would expect linear penetration versus time curves. When the in-
jector opening effects are included, it is not surprising that the
penetration speed accelerates for the long-duration sprays, even
though this result is contrary to the accepted correlations.

A unique capability of the X-ray measurements is the ability to
track not only the leading edge of the spray but also the trailing
edge. Tracking the trailing edge is more difficult, however, be-
cause the trailing edge is much more diffuse than the leading
edge. A direct method to find the time at which the trailing edge
passes through a particular slice is to examine the projected den-
sity versus time on the spray axis and fit an appropriate function to
the decline in the projected density due to the trailing edge. This
method, termed edge detection in this work, has been used in
previous X-ray radiographic spray measurements �18�. There are
some disadvantages to this method, however. Changes in the cone
angle will cause the projected density seen at a point on the spray
axis to change even if the TIM for the slice remains constant.
Also, the orientation of the spray axis can shift during the spray
event, making it difficult to define the point whose projected den-
sity versus time data should be used to define the trailing edge.

An alternative technique to determine the trailing-edge speed
uses the TIM. For each axial slice, the time-averaged TIM is cal-
culated using all times for which a significant amount of fuel can
be found in that slice. The trailing edge is considered to arrive at
a particular slice when the TIM for that location decreases below
50% of the slice’s time-averaged TIM. The technique is more
easily automated than the edge-detection method and is insensi-
tive to shifts in the spray axis or cone angle. Figure 15 shows a
comparison between these two methods for the long-duration
sprays. The plot shows that the results using the TIM-based
method are smoother. While there is a time shift between the
trailing-edge times found with the two methods, the slopes of the
curves using the two methods are quite similar, indicating that
both methods yield similar trailing-edge speeds. Given the advan-
tages of smoothness, insensitivity to changes in the spray targeting

and cone angle, and the ease of automation, for the remainder of
this paper the trailing-edge speed is calculated using the TIM-
based method.

Figure 16 shows the trailing-edge results for all four spray
events. As the injector closes, the region close to the nozzle con-
tains a great deal of slowly moving fluid, as seen in other experi-
ments �27�. This makes the definition and detection of the trailing
edge of the spray problematic in this region, so the data for x
�10 mm is omitted. The signal-to-noise ratio is also quite low
near the downstream edge of the measurement domain, so data for
x�30 mm are also omitted.

To find the average speed of the trailing edge, linear fits have
been performed for the region 10 mm	x	30 mm to determine
the trailing-edge speed for all four sprays; the results of this analy-
sis are shown in Table 3. Both of the short-duration injections
show similar trailing-edge speeds of roughly 40 m /s near the end
of the measurement grid, which is significantly slower than the
penetration speed. The trailing edge moves at around 170 m /s in
the long-duration injections, which is significantly faster than the

Fig. 15 Comparison of edge-detection and TIM-based meth-
ods for locating trailing edge for the long-duration sprays

Fig. 16 Trailing-edge position versus time

Table 3 Trailing-edge speed

Spray duration

Trailing-edge speed, m/s

Hydroground Nonhydroground

400 �s 41�4 38�4
1000 �s 176�18 169�11
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penetration speed. For both spray durations, the difference be-
tween the trailing edge speeds for the different nozzle geometries
is not statistically significant.

Compared to previous X-ray radiography measurements of
trailing-edge speed �18�, these trailing-edge speed values are quite
low. There are several reasons for this difference. First, the injec-
tion pressure is only half of that used in Ref. �18�; if the trailing-
edge speed scales as the Bernoulli speed �i.e., as the square root of
the pressure difference across the orifice �6��, the speeds in this
study would be expected to be around 70% of the values seen in
Ref. �18�. The higher injection pressure used in Ref. �18� may also
cause the needle to lift more fully, resulting in an even greater
increase in spray velocity, and by extension trailing edge speed. In
addition, the measurements in Ref. �18� were taken only for x
�15 mm and used the edge-detection method. As stated previ-
ously, it appears that the finite time period required for the injector
to close makes it difficult to define the trailing edge so close to the
injector orifice.

As the two-dimensional plots of the projected mass density
show, the leading edge of the spray contains a structure of con-
centrated fuel. The leading-edge structure may have an important
influence on how fuel sprays mix with their surroundings, espe-
cially for short-duration injections. Thus, it is desirable to deter-
mine the total quantity of fuel in the leading-edge structure and its
fraction of the total mass. To quantify the amount of fuel in this
leading-edge structure, the flow field is partitioned in software
using a strategy based on the TIM. For every time step until the
leading edge reaches the edge of the measurement domain, the
slice with the maximum TIM is located. Except for very early in
the spray, this location corresponds to the location of the center of
the leading-edge structure. All of the mass downstream of this
point is assumed to be part of the leading-edge structure. Mass
upstream of the center of the leading-edge structure, however, will
be mixed with trailing jet fluid. To define the amount of mass in
the leading-edge structure, the leading-edge structure is assumed
to be mirror symmetric about the peak TIM position. The mass
upstream of the peak TIM is determined and this value is doubled
to yield the total mass of the leading-edge structure. The method
is illustrated in Fig. 17. Tests of the procedure have shown that the
results match the appearance of the two-dimensional radiography
data �i.e., Figs. 3–8� quite well.

The results of this analysis are shown in Fig. 18. The analysis is
only performed until the spray leading edge reaches the down-
stream end of the measurement domain. All of the sprays initially
have roughly 60% of the fuel residing in the leading-edge struc-
ture. While nozzle geometry does not seem to significantly affect
these results, the spray duration has a large effect. The fraction of
the fuel residing in the leading-edge structure slowly decreases
and levels off at approximately 50% for the long-duration sprays.

For the short-duration sprays, the fraction of fuel in the leading-
edge structure increases as the spray develops, reaching roughly
80% as the leading edge reaches the downstream edge of the
measurement domain. It appears that for the short-duration sprays,
the vast majority of the spray mass collects in the leading-edge
structure. Conversely, for the long-duration sprays, the injector
continues to supply mass to the trailing jet, and the fraction of
mass in the leading-edge structure does not significantly exceed
50% of the total near the end of the data record.

Discussion
The preceding data provide important insights into diesel spray

behavior. Both injection duration and nozzle hydrogrinding have
important effects on the mass distribution of the spray. Short-
duration injections produce relatively slow-moving sprays with
pronounced leading-edge structures. Long-duration injections
have a concentrated jet extending from the nozzle to the leading-
edge structure. Nozzle hydrogrinding seems to make little differ-
ence in the mass distribution of the short-duration injection
sprays. For the long-duration injections, the nonhydroground
nozzle produced a stable spray with a moderate cone angle. On
the other hand, the hydroground nozzle produced a wide spray
that transitioned into a narrow spray as the spray reached steady
state.

The existence of this leading-edge structure has important im-
plications for the analysis of diesel sprays. Even after the spray tip
has penetrated tens of millimeters into the ambient gas, a majority
of the spray mass in all of these sprays resides in the leading-edge
structure. An accurate model of spray plume combustion and mix-
ing must take into account that a large fraction of the fuel in these
sprays resides, not in a thin, spreading jet, but in a concentrated,
rounded structure. It should be reiterated, however, that the spray
structure under the current nonvaporizing conditions may not be
representative of the spray structure under vaporizing conditions.

There are two particularly important implications of the exis-
tence of this leading-edge structure. First, the existence of a highly
concentrated parcel of fluid at the leading edge of the spray may
make it more likely that liquid fuel would impact the piston sur-
face in an engine. On the other hand, the penetration speed of
these short-duration injections is lower than that of the long-
duration injections. In addition, pilot injection is a popular method
to reduce combustion noise and soot emissions from diesel en-
gines. These data show that short-duration injections induce par-
ticularly pronounced leading-edge structures. Understanding the
mixing and combustion behavior of such structures is thus espe-
cially important to better understand the behavior of pilot injec-

Fig. 17 Method for spray partitioning
Fig. 18 Fraction of the fuel mass located in the leading-edge
structure versus time
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tion. More study is needed to determine whether such leading-
edge structures remain important at density values more
representative of engine cylinder conditions.

Another question regards the character of this concentrated
leading-edge structure. The fluid dynamics literature reports that a
head vortex will form at the leading edge of an impulsively started
jet �28�. The appearance of the spray in Figs. 3–8 is similar to that
of impulsively started jets in the literature. Without measurements
of the velocity vectors of individual parcels of fluid, however, the
authors cannot conclusively prove the existence of a head vortex.
Also, the head vortex in impulsively started laminar jets pen-
etrates into the surrounding fluid at about 1

2 of the steady-state jet
velocity at that location �29�. The velocity of the fluid in these
sprays is unknown; few reliable spray velocity measurements are
available in the high-density region probed in this experiment.
Recent transient velocity measurements in these sprays indicate
injection velocities of 150–200 m /s for the long-duration sprays
when the spray tip is near the end of the measurement domain
�26�. Thus, the penetration speed values of 80–130 m /s are con-
sistent with the behavior of a head vortex. Moreover, previous
laser Doppler velocimetry data of the ambient gas surrounding a
diesel spray suggest rotational flow in the ambient gas around the
head of the diesel spray �11�. While not entirely conclusive, these
data all suggest that a head vortex exists at the tip of these diesel
sprays. Further research is needed to investigate how changes in
injection pressure and density ratio between the jet fluid and the
ambient gas affect the formation and development of this head
vortex.

These data also illustrate the limitation of measurements of
steady-state sprays in describing the behavior of diesel injectors.
In an engine operating at 3000 rpm, each crank angle represents a
time span of only 56 �s. The injection duration is on the order of
a millisecond or less in duration. As shown by the data in this
work, transient effects, such as the propagation of the leading-
edge structure and the transition in the behavior of the long-
duration spray from the hydroground nozzle, significantly impact
the mass distribution in the sprays. This is expected to have a
direct impact on the mixing and combustion of the fuel in applied
injectors. Moreover, recent trends toward using more numerous,
shorter injection events in diesel engines may make the under-
standing of these transient events more important. On the other
hand, the use of a higher injection pressure might accelerate the
development of the spray and reduce the time period for which
these transient effects are important. Nevertheless, the study of
steady-state spray behavior gives at best an incomplete depiction
of the phenomena acting in diesel sprays.

Conclusions
The behavior of four fuel sprays from commercial common-rail

diesel injectors has been examined with X-ray radiography, which
provides quantitative measurements of the injected-fluid distribu-
tion in the spray. The spray structure generally consists of a thin
jet terminated by a concentrated leading-edge structure. Long-
duration injection with a hydroground nozzle yielded a spray that,
while initially quite wide, transitioned into a very narrow jet. The
nonhydroground nozzle, on the other hand, showed no such tran-
sition. Penetration speed measurements were significantly higher
for long- than short-duration injections. The penetration speed for
all positions, however, was significantly lower than the theoretical
Bernoulli exit velocity of sprays from the injector orifice. The
trailing-edge speed was significantly higher than the leading-edge
penetration speed for the long-duration injections, but slower for
the short-duration injections. Analysis of the amount of fuel in the
leading-edge structure showed that for times where the spray was
within the measurement domain a majority of the fuel resided in
this structure for all of the injections, with a particularly large
fraction seen in the short-duration injections after the spray event

had ended. The appearance of the leading-edge structure suggests
that it may be a head vortex, though the present data cannot prove
this hypothesis.
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Numerical Analysis of Cavitation
Instabilities in Inducer Blade
Cascade
The cavitation behavior of a four-blade rocket engine turbopump inducer was simulated
by the computational fluid dynamics (CFD) code FINE/TURBO™. The code was modified to
take into account a cavitation model based on a homogeneous approach of cavitation,
coupled with a barotropic state law for the liquid/vapor mixture. In the present study, the
numerical model of unsteady cavitation was applied to a four-blade cascade drawn from
the inducer geometry. Unsteady behavior of cavitation sheets attached to the inducer
blade suction side depends on the flow rate and cavitation number �. Numerical simu-
lations of the transient evolution of cavitation on the blade cascade were performed for
the nominal flow rate and different cavitation numbers, taking into account simulta-
neously the four blade-to-blade channels. Depending on the flow parameters, steady or
unsteady behaviors spontaneously take place. In unsteady cases, subsynchronous or su-
persynchronous regimes were observed. Some mechanisms responsible for the develop-
ment of these instabilities are proposed and discussed.
�DOI: 10.1115/1.2903823�

Introduction
One of the most prejudicial consequences of the cavitation in

the rocket engine turbopump inducers is the generation of system
and machinery instabilities. Machinery instabilities may appear
for a particular range of the cavitation number, near to the perfor-
mance drop. These unsteady phenomena are associated with dif-
ferent rotating nonsymmetrical cavitation patterns, which are
characterized by sub- or supersynchronous frequencies.

Cavitation instabilities lead to downstream and upstream pres-
sure fluctuations, which may be at the origin of system instabili-
ties. They induce also axial and radial forces on the blades and
shaft, which can disturb the bearings working and endanger the
turbopump running.

For these reasons, inducer cavitation instabilities have been
studied for many years in the aim of observing, better understand-
ing, quantifying, and predicting such phenomena. Extensive stud-
ies have been carried out mainly from the viewpoint of system
instability �1–3�. Several experimental works have been per-
formed to visualize global cavitation patterns and to measure the
radial loads on the shaft due to cavitation instabilities �4–8�. More
recently, theoretical and numerical models have been developed to
predict these instabilities and to analyze their origin �9–15�.

In spite of those relevant works, more detailed cavitating flow
analyses are needed for the understanding of local cavitation in-
stabilities.

Through collaborations between the laboratory LEGI-
Laboratoire des Ecoulements Géophysiques et Industriels, the
Rocket Engine Division of Snecma, the French Space Agency
CNES, and NUMECA International, a cavitation physical model
was implemented in the commercial code FINE/TURBO™. The code
allows steady and unsteady cavitating flows calculations in two-
dimensional �2D� or three-dimensional �3D� geometries, as pre-
sented in Refs. �16–20�, and it can be used as a tool to analyze
inducer instabilities.

In this context, and in complement to previous work �13,14�,
the main target of the present study is to propose a qualitative

analysis of cavitation instabilities. The presented analyses are
based on some numerical results obtained with the unsteady nu-
merical code in a blade cascade geometry, derived from a 3D
inducer. Subsynchronous and supersynchronous cavitation re-
gimes have been simulated and analyzed. This paper illustrates
numerical results obtained and proposes qualitative analyses of
mechanisms responsible for these instability phenomena.

Models
The applied numerical code solves the conservative unsteady

Reynolds-averaged Navier-Stokes �RANS� equations of a homo-
geneous fluid �16–21�. In the present study, the Spalart–Allmaras
model was used to simulate turbulent behavior �22�.

Associated with these basic equations, the barotropic state law
proposed by Delannoy and Kueny �23� was implemented in the
code to model mass transfer in cavitating flows. This simple
model involves in the hypotheses of instantaneous vaporization
and condensation phenomena, as well as the no-slip condition
between liquid and vapor phases. It does not take into account
thermal effects, i.e., the energy equation is not considered in the
calculation. The liquid-vapor mixture is characterized by a mix-
ture specific mass � given as a function of void ratio �, by the
relation �=��v+ �1−���l.

This barotropic law depends on the minimum speed of sound,
cmin, in the mixture and on the value of the density ratio, �v /�l, as
illustrated in Figs. 1 and 2.

In the present study, the Reynolds number is in the order of 106.
The value of the minimum speed of sound cmin is taken equal to
4.7 m /s, which is higher than the values used in our numerical
previous works concerning cavitating flows in a Venturi apparatus
�24�. The density ratio �v /�l is imposed to be 0.1. These choices
were made to improve the robustness of these first feasibility com-
putations with FINE/TURBO™ code.

For the same blade cascade geometry considered in the present
work, some numerical tests were carried out in a previous work to
evaluate the influence of the speed of sound cmin, the Reynolds
number, and the used time step and mesh on the cavitation insta-
bility pattern. Most important results obtained from these influ-
ence analyses are described in Ref. �13�.

Regardless of considered hypotheses, previous studies �24–27�
pointed out that the barotropic approach can succeed to quantita-
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tive and qualitative predictions of cavitating flow global param-
eters �i.e., characteristic frequencies, vapor structure size, and
pump performance� as well as mean local parameters �void ratio
and velocity distribution�.

These physical models have been implemented in the code
FINE/TURBO™ developed by NUMECA International. This three-
dimensional structured mesh code solves the time dependent
Reynolds-averaged Navier–Stokes equations. Time accurate reso-
lutions use the dual time stepping approach proposed by Jameson
�28�. Pseudotime derivative terms are added to the equations.
They march the solution toward convergence at each physical
time step.

This kind of resolution is devoted to highly compressible flows.
In the case of low-compressible or incompressible flows, its effi-
ciency decreases dramatically. This well-known problem has been
addressed by many authors and solved by introducing a precondi-
tioner �21�. This one is based on the studies presented in Refs.
�29,30�, and has been modified to take into account the cavitation
model.

The discretization is based on a finite volume approach. We use
a second order central scheme that must be associated with two
artificial dissipation terms, respectively, of second and fourth or-
ders as initially proposed by Jameson �28�. The first one is acti-
vated in the strong pressure and density gradient areas. The other
one is used in the whole domain. The applied form of the artificial
dissipation term leads to a central second order accurate convec-
tion scheme. The pseudotime integration is made by a four-step
Runge–Kutta procedure.

The physical time derivative terms are discretized with a sec-
ond order backward difference scheme that ensures a second order
accuracy in time.

A meaningful numerical work has been performed recently by
Pouffary �17� to improve the preconditioner and the stability of
numerical code for calculations of cavitating flows. A more de-
tailed description of the code is given in Refs. �19–21�. Some
influence tests of numerical parameters, including the effects of
second and fourth order dissipation terms, are presented in Ref.
�19�.

Geometry and Mesh
An example of studied inducer geometry is given in Fig. 3.

Because 3D unsteady calculations in inducer geometries are very
time consuming, a 2D approached geometry was adopted �even if
it cannot represent completely the original three-dimensional
case�.

The studied inducer was designed to operate, even at a nominal
flow rate, with nonzero incidence angle. Nevertheless, in the range
of running conditions, the angle of attack remains very small for
the considered inducer geometry, because of the variable thread
and the associated curvature of the blades. In these conditions, the
inlet backflow is not relevant and a 2D geometry approach can be
used for qualitative analyses. It is important to note that tip clear-
ance and backflow effects are neglected and, consequently, the
applicability of the approach proposed in this paper might be lim-
ited to high inducer flow rates.

Hence, computations are performed in a four-blade cascade de-
rived from an entire inducer. The transformation from the 3D
geometry to the 2D blade cascade leads us to neglect the periph-
eral cavitation in the inducer: Only cavitation sheets attached on

Fig. 1 Scheme of the barotropic state law �=�„P…. Illustration of the
speed of sound influence.

Fig. 2 Illustration of the �v influence on the barotropic law �
=�„P… and on the speed of sound distribution Fig. 3 Inducer 3D geometry—frontal and meridian planes
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the blades will be considered. To obtain the 2D geometry, the 3D
inducer �Fig. 3� is cut at a constant radius Rc equal to 70% of the
tip radius R. The resulting shape of the blade cut in the plane
�Rc� ,Z� is given in Fig. 4.

We use a 215�31 structured mesh per blade-to-blade channel,
giving 26,660 internal nodes when calculating the four-blade cas-
cade. The boundary conditions are imposed velocity at the mesh
inlet, imposed static pressure at the outlet, and periodicity or con-
nection conditions between the different channels of the blade
cascade �Fig. 4�. The distributions of the inflow velocity and the
downstream pressure are uniform.

The time step, mesh, and turbulence model are chosen to put
the attention on the low frequency fluctuations of the attached
cavity, more than to the local unsteadiness in the cavitation sheet
wake �cloud shedding�.

Qualitative Results
Several four-channel computations are performed at the nomi-

nal flow rate, for different cavitation numbers � �based on outlet
reference pressure� varying from low cavitating conditions down
to the final performance drop of the cascade. The corresponding
head drop chart is drawn in Fig. 5 at a nominal flow rate.

Stable configurations correspond to cavitation numbers lower
than 0.65 or higher than 0.8 �square dots in the figure�. For �
�0.8, cavitation sheets are small and identical on the four blades.
For these flow conditions, the performance of the runner is only
slightly affected by the presence of vapor. For ��0.65, the cavi-
tation sheets are much more developed, and they are responsible
for the important performance drop observed. The performance
drop of the cascade is directly related to the evolution of the blade
load illustrated in Fig. 6: The appearance of cavitation structures

Fig. 4 Blade cascade corresponding to the cut at constant ra-
dius of the 3D inducer geometry. The mesh topology is I-type;
calculations were carried out with 26,660 internal nodes corre-
sponding to y+ values close to 10–20.

Fig. 5 Performance chart at a nominal flow rate. Static pressure coeffi-
cient � vs �downstream.

Fig. 6 Mean static load of the blade at midspan for three different cavi-
tation numbers �dowstream
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at the pressure side of the blade leads to the decrease of the ap-
plied mechanical torque, and consequently to the performance
drop.

Circular dots in Fig. 5 correspond to unsteady regimes and
define the range of cavitation instabilities of the cascade. Three
kinds of instabilities have been observed from our calculations: a
supersynchronous behavior, a subsynchronous configuration, and
an unstable alternate cavitation.

Calculations are done in relative referential: Sub- or supersyn-
chronous configurations are determined by the unsteady visualiza-
tion of the cavitation sheets. For example, if the nonsymmetrical
cavitation sheet pattern rotates in the same direction as the in-
ducer, the characteristic frequency of the instability is added to the
inducer rotation frequency and a supersynchronous configuration
is established. In another way, subsynchronous regimes are char-
acterized by cavitation patterns that rotate in the opposite direc-
tion as the inducer.

Alternate Blade Cavitation. For �downstream�0.75, two kinds
of cavitation configurations have been observed. The first one is
the alternate blade cavitation �Fig. 7�. The system here is sym-
metrical, characterized by two radial opposite large vapor sheets
and two opposite small ones.

For this cavitation number, the calculations pointed out also the
appearance of another cavitation configuration, associated with a
supersynchronous behavior.

Supersynchronous Configuration. Figure 8 illustrates this
kind of instability. It is characterized by a nonsymmetrical rotating
pattern of vapor sheets: We observe four different sizes of cavita-
tion sheets in the four channels.

Calculations indicate that this cavitation pattern rotates in the
blade cascade in the same direction as the inducer rotation, but
more quickly.

Unstable Alternate Cavitation. For �downstream�0.7, another
type of alternate blade configuration has been observed. As illus-
trated in Fig. 9, for this cavitation number, the cavitation pattern is
initially characterized by two opposite large sheets in Channels 1
and 3, separated by two channels without cavitation. During two
periods of inducer rotation, this configuration shifts and the large
vapor structures change to Channels 2 and 4.

This kind of configuration was studied in a previous work pre-
sented in Ref. �13�.

Subsynchronous Configuration. For smaller cavitation num-
bers ��0.65�, a subsynchronous configuration appears �Fig. 10�.
In this case, the cavitation pattern is not symmetrical: We observe
four sheets of different sizes. The largest sheet occurring in Chan-
nel 3 obstructs the flow in this channel and leads to the increase of
the cavitation sheet in the upper channel. This configuration ro-
tates in the opposite direction as the inducer rotation.

Flow Qualitative Analyses
Based on the results presented here above, we propose in this

paper a qualitative analysis of the mechanisms responsible for the
instability phenomena observed.

Subsynchronous Configuration. According to our calcula-
tions, and by making an analogy with rotating stall phenomenon
observed in compressor inlet �31�, the subsynchronous configura-
tion seems to be associated with the obstruction of a channel by
the largest sheet, as schematized in Fig. 11. This obstruction de-
flects the flow and modifies the angle of attack of the neighboring
upper channel, which leads to a pressure decrease and to the in-
crease of the cavitation sheet size in this channel. Otherwise, as
flow rate is imposed as a constant in the inducer, the flow angle of
attack in the channel below the obstructed channel should de-
crease, which leads to the reduction of vapor structure size in this
channel.

Fig. 7 Alternate blade cavitation „�È0.75…. Density fields
„kg/m3

… calculated in the blade cascade.

Fig. 8 Visualization, in the case of supersynchronous configuration, of the vapor structures „density fields… at five different
times during a complete inducer rotation period
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Hence, this kind of rotating cavitation configuration would be
strongly coupled with the modification of the angle of attack due
to the flow rate fluctuations in the channels.

Further works are needed to improve the comparison between
cavitating subsynchronous configuration and rotating stall phe-
nomena.

Supersynchronous Configuration. To identify and analyze the
mechanism responsible for the supersynchronous instabilities, we
will adopt the nomenclature introduced in Fig. 11.

First, we will study the time evolution of the inlet and outlet
flow rates in each channel during an inducer rotation period �Fig.
12�, as well as the corresponding transient evolution of the total
pressure variation �Ptot �Fig. 13�. The difference between outlet
and inlet flow rates in a channel �Fig. 12� represents the variation
of volume of the vapor structure in the channel. These results
concern the unsteady cavitation pattern illustrated in Fig. 8.

These results point out the following.

— The rise of the cavitation sheet size in Channel 2 �between
Blades 1 and 2� leads to a partial obstruction of this chan-
nel, which induces the mass flow rate decrease.

— As a consequence of the cavity length increase, we can
observe the augmentation of total pressure variation in
Channel 2. As a matter of fact, the cavitation sheet in
Blade 1 does not reach the channel throat �i.e., the channel
is not completely obstructed�. The �Ptot �or blade load�
increase is due to the rise of the angle of attack at Blade 1,
which is associated with the flow rate decrease in Channel
2.

— During the rotation of the small sheet from Channel 2 to
Channel 1, the flow rates and �Ptot in Channels 3 and 4
are slightly modified.

Contrarily to the subsynchronous configuration, the propagation

Fig. 9 Unstable alternate configuration: Figures illustrate density fields at six different times during approximately two
inducer rotation periods

Fig. 10 Visualization, in the case of subsynchronous configuration, of the vapor structures „density fields… at five different
times during a complete inducer rotation period
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of the supersynchronous instability seems not to be related only to
the inlet flow velocity fields. Indeed, the instability moves in the
opposite direction as the velocity fields, as schematized in Fig. 14.

Hence, we think that the mechanism responsible for this kind of
instability should be related mainly to the pressure field in the
blade cascade. To study pressure fields, Fig. 15 illustrates the time

evolution of the blade loads during the propagation of supersyn-
chronous instability for a complete inducer rotation period �corre-
sponding to Fig. 8�.

In agreement with the flow rates and �Ptot time evolution
analyses, we note that the loads of Blades 2 and 3 are slightly
modified. Concerning Blade 2 �Fig. 15�a�� the pressure along the
blade pressure side decreases during the development of the cavi-

Fig. 11 Illustration of the propagation of the largest sheet in
the case of subsynchronous configuration

Fig. 12 Time evolution of the nondimensional mass flow rate in the four
channels „�=0.75; supersynchronous configuration…. The lines repre-
sent the outlet and inlet flow rates in Channels 1–4.

Fig. 13 Time evolution of the total pressure variation �Ptot for each
channel. �Ptot=Pdownstream−Pupstream. Channels 1–4.

Fig. 14 Scheme of the flow velocity, instability propagation,
and inducer rotation directions
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tation sheet in Channel 2. The load of Blade 3 �Fig. 15�b�� is
slightly modified at the blade suction side �probably due to the
decrease of the cavitation sheet in Channel 1�.

The loads concerning Blades 1 �Fig. 15�c�� and 4 �Fig. 15�d��
are strongly modified by the cavitation instability. The increase of
the vapor sheet length at the suction side of Blade 1 is associated
with a strong pressure rise, on the pressure side, near to the lead-
ing edge. This peak pressure could be the mechanism responsible
for the decrease of the sheet in Channel 1.

To summarize, from the analyses of the whole of these unsteady
results, we can propose the following scenario in order to explain
the cavitation supersynchronous configuration �Figs. 8 and 16�.

— The growth of the cavitation sheet on the Blade 1 suction
side leads to the increase of the angle of attack on this
blade.

— A consequence of this phenomenon is the rise of the pres-
sure at the Blade 1 pressure side, near the leading edge.

— The pressure field in Channel 1, located below Blade 1, is
modified by this pressure rise, which leads to the decrease
of the cavitation sheet attached to Blade 4.

— The presence of the cavitation sheet in Channel 4 will
change the Blade 4 angle of attack, inducing the progres-
sive rise of the attached sheet cavitation, and the continu-
ation of the instability propagation.

Conclusion
The Laboratory LEGI, in collaboration with the French Space

Agency CNES and the rocket engine division of the Snecma,
develops, for many years, numerical codes to simulate and ana-
lyze cavitation phenomena, mainly occurring in turbopump in-
ducer geometries. In the scope of collaboration with NUMECA
International, a cavitation model was implemented in the commer-
cial code FINE/TURBO™. It has been successfully applied to per-
form calculations of 3D steady cavitating flows �18�, as well as
unsteady 2D simulations of cavitating flows �16�.

In this paper, we presented first results obtained by 2D unsteady
calculation in a four-blade cascade drawn from one inducer geom-
etry. Computations were performed at the nominal flow rate for
several cavitation numbers. The resulting performance chart was
presented. A good agreement was found with previous work per-
formed for the same geometry, by using another numerical code
based on a different numerical scheme �13�.

From the presented calculations, five different cavitation pat-
terns were observed:

Fig. 15 Time evolution of the blade loads in the supersynchronous configuration

Fig. 16 Description of the physical mechanism supposed to
be responsible for supersynchronous cavitation instability:
The rise of the cavity on the upper blade increases the angle of
attack and the pressure near the leading edge, at the pressure
side. Then, the cavity facing this leading edge tends to vanish
because of the pressure rise.
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— symmetrical stable configurations �for ��0.65 or �0.8�
characterized by four identical cavitation sheets

— stable alternate blade cavitation �for ��0.75�
— supersynchronous configuration �also for ��0.75 by in-

termittency�
— unstable alternate cavitation �for ��0.7�
— subsynchronous configuration �for ��0.65�

Based on the qualitative analyses of numerical results �i.e., den-
sity, velocity, pressure fields, and time evolution of the mass flow
rates and of the blade loads�, the mechanisms responsible for cavi-
tation instabilities were analyzed and described. An original sce-
nario concerning supersynchronous instability origin was more
particularly proposed and discussed.

The duration of the calculations presented in this paper does not
allow us to perform reliable quantitative evaluation of the charac-
teristic frequencies. In previous work �13�, by using the same
physical model and a different computational method, many time-
consuming calculations have been carried out to evaluate the char-
acteristic frequencies of instabilities in this same geometry. The
main contribution of the present paper, in complement of the pre-
vious one, is to propose physical scenarios to describe cavitation
instabilities. This study was also a test case used to evaluate the
capability of the new 3D numerical code to perform unsteady
calculations and to simulate cavitation instability. This step of the
work is very important to prepare 3D unsteady calculation in the
entire inducer geometries.

Further work is now needed to assess the prediction capability
of the model. Presently, a detailed study is being performed to
improve the applied physical models by taking into account ther-
modynamic effects �32�. Numerical model aspects are also in
progress to succeed 3D unsteady cavitating calculations in inducer
real geometries �33�.
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Nomenclature
cmin 	 minimum sound speed in the medium �ms−1�

P 	 local static pressure �Pa�
Pref 	 reference pressure �Pa�
Pv 	 vapor pressure �Pa�
Rc 	 cut radius for the passage from three dimen-

sions to two dimensions �m�
T0 	 inducer rotation period �s�

Tref 	 reference time=blade passage time=T0 /4 �s�
Vref 	 reference velocity �=Rc
� �ms−1�
y+ 	 nondimensional distance to the boundary
� 	 void ratio

 	 angular rotation speed of the inducer �rd s−1�
� 	 mixture density �kg /m3�

�l�=�ref�, �v 	 liquid �=ref�, vapor density �kg /m3�
� 	 �Pref− Pv� / ��Vref

2 /2� cavitation number
� 	 static pressure

coefficient= �P− Pref� / ��LVref
2 /2�

�Ptot 	 total pressure variation in a channel; �Ptot
= Pdownstream− Pupstream �Pa�
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Control of Vortex Shedding of
Circular Cylinder in Shallow
Water Flow Using an Attached
Splitter Plate
In the present work, passive control of vortex shedding behind a circular cylinder by
splitter plates of various lengths attached on the cylinder base is experimentally investi-
gated in shallow water flow. Detailed measurements of instantaneous and time-averaged
flow data of wake flow region at a Reynolds number of Re=6300 were obtained by
particle image velocimetry technique. The length of the splitter plate was varied from
L /D=0.2 to L /D=2.4 in order to see the effect of the splitter plate length on the flow
characteristics. Instantaneous and time-averaged flow data clearly indicate that the
length of the splitter plate has a substantial effect on the flow characteristics. The flow
characteristics in the wake region of the circular cylinder sharply change up to the
splitter plate length of L /D=1.0. Above this plate length, small changes occur in the flow
characteristics. �DOI: 10.1115/1.2903813�
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1 Introduction
Vortex shedding and wake region of bluff bodies, especially

cylinders, for a wide range of Reynolds numbers have been a
topic of much interest due to their extensive use in engineering
applications. A detailed review of the flow characteristics down-
stream of the circular cylinder was given by Williamson �1�. An-
other comprehensive review of the progress made during the past
two decades on vortex induced vibration was reported by Sarp-
kaya �2�. His extensive review covers the fundamental aspect of
bluff body flows, mostly vortex induced vibration of cylindrical
structure subjected to steady uniform flow. The review includes a
powerful theoretical discussion, experimental methods, and nu-
merical models regarding the strengths and weaknesses of
the current state of the understanding of complex fluid/structure
interactions.

Structural vibrations and acoustic noise or resonance caused by
the periodic surface loading have led investigators to concentrate
on the control of the large-scale vortex shedding behavior behind
bluff bodies. On the other hand, unsteady behavior of the vortex
shedding downstream of the cylinder enhances the heat transfer.
There are numerous techniques to control the vortex shedding
downstream of the bluff bodies. These techniques are basically
separated into two categories: passive and active controls. Passive
control techniques suppress the vortex shedding by modifying the
shape of the bluff body or by attaching additional devices in the
flow field. Active control techniques use external energy to change
the flow field. Since passive techniques are simple and easier to
implement compared to the active control techniques, they are
widely used for flow control applications �3�. The examples of
passive control techniques are splitter plates, small rods, base
bleed, roughness elements, and helical wires. Delaunay and Kaik-
tatsis �4� numerically investigated the effect of base suction and
blowing on the stability of the cylinder wake at low Reynolds
numbers. Their results indicated that a low level of blowing fluid

can stabilize the wake. Namely, a reduction of backflow reduces
the absolute instability in the near wake. On the other hand, high
level of suction can also stabilize the wake at supercritical Rey-
nolds numbers. Aerodynamic slot control for square prism was
studied numerically by Hangan and Kim �5�. It is shown that
penetration of slot flow in the near wake region generates a
Kelvin–Helmholtz-type instability that attenuates the vortex shed-
ding formation. Experimental and computational study of a square
cylinder wake with planer jet injection from its base into the wake
region conducted by Koutmos et al. �6� reported the slot jet and
wake flow interactions. Kwon et al. �7� investigated the drag re-
duction caused by ribbons attached to circular cylinders. The po-
sition and length of ribbons have a significant effect on the drag
reduction. Igarashi �8� found that the installation of a small rod
upstream of a square prismatic cylinder decreased the drag ap-
proximately by 50–70% for the Reynolds number of Re=3.2
�104. In the work of Lee et al. �3�, a rod was set upstream for the
purpose of controlling the flow around a circular cylinder in air
stream. The flow pattern alters depending on the rod diameter and
its position. Fujisawa and Takeda �9� reported that the active con-
trol techniques of vortex shedding have attracted the attention of
researchers more recently. They introduced acoustic disturbances
through a split to the flow over the cylinder in order to control the
vortex shedding emanating from both sides of the cylinder. Con-
clusions were derived that flow control with acoustic excitation
can reduce the drag about 30% compared to the stationary
cylinder.

Among passive control techniques, the splitter plate has been
one of the most successful devices for control of the vortex shed-
ding �10�. Gerrard �11� investigated the effect of length of splitter
plate, attached to the circular cylinder, on the wake flow charac-
teristics. He showed that the Strouhal number decreased when the
splitter plate length was smaller than the cylinder diameter, but it
increased for 1�L /D�2. Apelt et al. �12� reported that the drag
force acting on the cylinder was significantly reduced and the
value of Strouhal number became smallest at L /D=1. They also
found that Strouhal number increased for 1�L /D�2 and vortex
shedding completely disappeared for the splitter plate lengths of
L /D�5. Anderson and Szewczyk �13� concluded that the vortex
shedding frequency from a circular cylinder with a splitter plate
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was altered in different ways depending on the length of the split-
ter plate. They gave an explanation for the nonlinearity between
Strouhal number and the splitter plate length. Due to the nonlin-
earity, they divided the variation in Strouhal number over the
range of L /D=0–1.75 into four distinct regions where within
each region a different flow phenomenon dominated the selection
process of the shedding frequency. Kwon and Choi �14� con-
ducted a numerical study on the control of vortex shedding in
laminar flow downstream of the circular cylinder using splitter
plates. They pointed out that the vortex shedding downstream of
the circular cylinder completely disappears when the length of the
splitter plate is longer than a critical length, which is found to be
proportional to the Reynolds number. Prasad and Williamson �15�
placed small flat plate upstream of the cylinder to reduce the drag
acting on the cylinder. They concluded that the width of the plate
had a significant effect on the total drag on the system. Hwang
et al. �16� applied a detached splitter plate for the control of flow-
induced forces on a circular cylinder in their numerical study of
laminar flow. They observed the existence of an optimal location
of the splitter plate by which the drag force was reduced signifi-
cantly. Drag force increased sharply with the insertion of the split-
ter plate further downstream of the optimal location. A numerical
study was carried out by Tiwari et al. �17� to investigate the flow
and heat transfer characteristics of a circular tube with splitter
plates attached on the rear side. It was found that these splitter
plates alter the characteristics of the wake flow region; for ex-
ample, stabilizing effect takes place, which reduces the heat trans-
fer rate from the tube surface. However, the presence of the split-
ter plate substantially increases the total heat transfer by
complementing for extended surface heat transfer. They also con-
cluded that the splitter plate significantly reduces the pressure loss
penalty.

A shallow water flow is described as the condition that the
horizontal length scale of the flow is considerably larger than its
depth. Many wake flows can be characterized as shallow flow in
nature, such as those in wide rivers, lakes, estuaries, shallow
coastal waters, mountains, or stratified atmosphere �18�. The de-
tailed physics of vortex development in the shallow near wake is
expected to be complex due to the effects of bottom and free
surfaces and the relatively small distance between them �19�.
Studies of Ingram and Chu �20� and Chen and Jirka �21� show that
the flow structure behind bluff bodies in shallow water is different
from that of deep water. Lloyd et al. �22� carried out experiments
to investigate wake formation around conical island, circular cy-
lindrical forms, and with gentle slopes in oscillating laminar shal-
low water flows. They identified four distinct types of wake pat-
tern around circular cylinder and conical island, which are similar
to those observed for unbounded cylinder wakes. Akilli and Rock-
well �19� investigated the vortex formation behind a vertical cir-
cular cylinder in shallow water. Their study indicated that three-
dimensional flow appears in the cylinder wake flow region and a
horseshoe vortex system emanating from the upstream of the cyl-
inder base interacts with the shear layers on both sides of the
cylinder wake region causing additional patterns of Reynolds
shear stress exterior to the shear layers. Flow patterns at the mid-
plane elevation are remarkably similar to that occurring in the
near wake of a cylinder of larger extent. Kahraman et al. �23�
attached a narrow transverse strip of roughness elements on the
bed surface downstream of the vertical cylinder in shallow water
flow to demonstrate bed-friction influence on the formation of
large-scale vortices in the wake flow regions. Fu and Rockwell
�24� reported that instability of the horseshoe vortices emanating
from the upstream of the vertical cylinder in shallow water flow
activates the instability of the wake flow region. Fu and Rockwell
�25� studied the control of vortex formation in the near wake of
shallow water flow downstream of the vertical cylinder using a
base water bleed through a very narrow slot. They concluded that
a water bleed through this very small gap alters the flow data in
upstream and downstream of the cylinder base. Experimental

studies of Akilli et al. �10� revealed that a detached splitter plate
located at various stations downstream of the vertical cylinder in
shallow water flow has a drastic effect on the suppression of the
vortex shedding for the gap ratio between 0.0D and 1.75D.

In this study, controlling of the flow structure in the wake flow
region downstream of the vertical circular cylinder placed in shal-
low water was experimentally investigated using the particle im-
age velocimetry �PIV� technique. Vortex formation due to the ver-
tical cylinder in shallow water layer was passively controlled by a
placement of attached splitter plates with various lengths on the
downstream base of the cylinder.

2 Test Facility
Experiments were conducted in a recirculating free surface wa-

ter channel having dimensions of 8000�1000�750 mm3 located
at Cukurova University, Fluid Mechanics Laboratory of Mechani-
cal Engineering Department, Turkey.

A nonintrusive optical method PIV is a well known and com-
monly used technique for studying bluff body aerodynamics and
can give quantitative information on the structure of the instanta-
neous velocity field in a flow plane of interest. In the present
investigation, the PIV technique is employed to calculate instan-
taneous and mean velocity field behind a vertical cylinder in order
to understand the effect of the length of attached splitter plate on
the vortex shedding behavior in shallow water flow. By postpro-
cessing, as well as Reynolds shear stress correlation, instanta-
neous, or mean vorticity maps, streamline topology could be ob-
tained.

Plan view of the test section, position of the cylinder, dimen-
sions of the test chamber, location of the laser sheet, and the view
of camera as well as the coordinate system are shown in Fig. 1.
The total depth of the water in the channel was set at a 600 mm.
All experiments were carried out above a platform having a length
of 2300 mm shown in Fig. 1. The length between the leading edge
of the platform and the location of the cylinder was 1800 mm to
obtain fully developed boundary layer. The water height between
the base of the platform and the free surface was adjusted as
25 mm, which corresponds to half of the cylinder diameter �D
=50 mm�. The ratio between the cylinder diameter and the width

Fig. 1 Schematic of the experimental system
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Fig. 2 „a… Time-averaged-velocity vector field, „b… corresponding streamline topology, and „c…
contours of normalized Reynolds shear stress
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of the test section, geometric blockage of the cylinder, was 5%.
The movement of the water inside the water channel was provided
using a pump driven by an electric motor having a variable speed
controller. Depth-averaged velocity was U=126 mm /s corre-
sponding to the Reynolds number of Re=6300 based on the cyl-
inder diameter. Splitter plates having three different thicknesses
�T=0.8 mm, 2 mm, and 4 mm� were used and their lengths were
varied from 10 mm to 120 mm with 10 mm increments. The
splitter plates are kept in position along the axis of the cylinder.
Both circular cylinder and splitter plates are made of transparent
Plexiglas material to provide optical access for PIV
measurements.

The experiments were performed and the measured data were
processed using Dantec Dynamics PIV system and FLOW MAN-

AGER software installed on a computer. The measurement field
was illuminated by a thin and an intense laser light sheet by using
a pair of double-pulsed Nd:YAG �yttrium aluminum garnet� laser
units each having a maximum energy output of 120 mJ at 532 nm
wavelength. The laser sheet was oriented parallel to the bottom
surface of the water channel and the experiments were carried out

both at the midplane of the water height �hL /hw=0.5� and very
close to the bottom �bed� surface �hL /hw=0.06�. The image cap-
turing was performed by an 8 bit cross-correlation charge-coupled
device �CCD� camera having a resolution of 1024�1024 pixels,
equipped with a Nikon AF Micro 60 f /2.8D lens. In the image
processing, 32�32 rectangular interrogation pixels were used and
an overlap of 50% was employed. A total of 3844 �62�62� ve-
locity vectors were obtained for an instantaneous velocity field at
a rate of 15 frames /s. The overall field of view was 200
�200 mm2 in physical size. The image magnification was
0.195 mm /pixel. The time interval between pulses was 1.5 ms for
all experiments and the thickness of the laser sheet illuminating
the measurement plane was approximately 2 mm. The time inter-
val and the laser sheet thickness were selected such that the maxi-
mum amount of particles in the interrogation window was ob-
tained. The number of particles in an interrogation area was in
between 20 and 25. The uncertainty in velocity relative to depth-
averaged velocity is about 2% in the present experiments. The
water was seeded with 12 �m diameter hollow glass sphere par-

Fig. 3 Comparison of instantaneous spanwise vorticity contours for different splitter
plate cases
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ticles having 1100 kg /m3 density. In each experiments, 300 in-
stantaneous images were captured, recorded, and stored in order
to obtain averaged-velocity vectors and other statistical properties
of the flow field. Spurious velocity vectors �less than 3%� were
removed using the local median-filter technique and replaced by
using a bilinear least squares fit technique between surrounding
vectors. The velocity vector field was also smoothed to avoid
dramatic changes in the velocity field using the Gaussian smooth-
ing technique. The vorticity value at each grid point was calcu-
lated from the circulation around the eight neighboring points.

3 Results and Discussion
Splitter plates having different thicknesses, T /D=0.016, 0.04,

and 0.08, were attached at the base of the circular cylinder
�X /D=0.0�. The depth-averaged velocity was U=126 mm /s,
which corresponds to a Reynolds number of Re=6300. Prelimi-
nary dye visualization and PIV experiments show that the plate
thickness does not have a considerable effect on the flow struc-
ture; the overall form of the patterns of velocity vectors is gener-
ally similar for all plate thickness cases. Patterns of time-averaged
velocity �V�, streamline topology ���, and corresponding normal-
ized Reynolds shear stress correlations �u�v�� /U2 at the midplane
elevation �hL /hw=0.5� are given in Fig. 2 as a function of plate
length L /D, for the thinnest plate thickness, T /D=0.016. The first
row of figures is given for the case of no plate to compare this
case with the presence of the splitter plate cases. Time-averaged
flow characteristics shown in Fig. 2 have an almost symmetrical
structure with respect to the centerline of the wake for all cases. A
well-defined wake region is evident from velocity vector fields
and corresponding streamline topologies. Since the splitter plates
prevent the interaction of the separated shear layer on both sides
of the cylinder, the wake region significantly elongates along the
streamwise direction with increasing length of the splitter plate as
shown in the first and second columns of Fig. 2. This elongation
of the wake region is an indication of the substantial attenuation
of the large-scale vortex formation. However, the spanwise extend
of the wake region remains constant for all cases. Furthermore,
two well-defined foci designated as F1 and F2, and a saddle point,
S1, occur downstream of the cylinder for all cases. The locations
of both foci and saddle points significantly move in the down-
stream direction with increasing the splitter plate length. Two foci
are located on both sides of the splitter plate and the saddle point
is generally located downstream of the trailing edge of the splitter
plate. The transverse distance between two foci, which is approxi-
mately 0.6D, is not affected from the presence of the splitter plate
in general. The third column of Fig. 2 depicts the corresponding
Reynolds shear stress correlations normalized by the square of
depth-averaged velocity as a function of splitter plate length, L /D.
Here, the solid lines show the positive Reynolds shear stress cor-

relations and the dashed lines depict the negative concentrations.
Minimum and incremental values of Reynolds shear stress con-
tours are �0.005 and 0.005, respectively. In terms of no-plate
case, well-defined Reynolds shear stress correlations, which are
characteristics of Karman vortex shedding, occur downstream of
the circular cylinder. The Reynolds shear stress correlation shows
an absence of pronounced concentrations in the base region be-
cause of the lack of significant correlation between the streamwise
and cross-flow fluctuations and/or small magnitudes of the fluc-
tuations in the near wake of the cylinder �26�. Nevertheless, the
small-scale clusters of Reynolds shear stress located in the vicin-
ity of the base region occur as a result of the entrainment of
freestream flow into this base region. As the flow goes down-
stream, the Reynolds shear stress increases to a peak value of
0.1364 at a location of approximately 0.97D, which coincides
with the saddle point associated with the generation of intensive
fluctuations in this location, from the base of the cylinder and then
decreases. The overall form of the Reynolds shear stresses ob-
tained at the midplane elevation is notably similar to the studies
performed by Akilli and Rockwell �19� for the near wake of a
circular cylinder located in shallow water flow and Lin et al. �27�
and Mittal and Balachandar �28� for the near wake of a cylinder of
larger spanwise extent.

The peak value of Reynolds shear stress decreases to 0.085 for
L /D=0.2 case and the spatial location of peak concentration
moves downstream and occurs at a location of approximately
1.7D. The decrease in the peak concentration for the L /D=0.2
case as compared to the no-plate case indicates that the presence
of even a very short splitter plate is effective in decreasing the
peak value of the Reynolds shear stress. The low-level Reynolds
shear stress correlation region located in the vicinity of the base of
the cylinder gets larger and extends in streamwise direction. At
L /D=0.4, the peak values of Reynolds shear stress are signifi-
cantly attenuated and the location of the peak Reynolds shear
stress moves further downstream with a substantial distance. The
peak value of concentration of the Reynolds shear stress drops to
a value of 0.035. The peak values of Reynolds shear stress for
L /D=1.2 and 1.8 cases substantially decrease to 0.02 and 0.015,
respectively. These values suggest that the velocity oscillations in
the wake region are effectively suppressed and the direct interac-
tion between separated shear layers is prevented by the splitter
plate. It can be said that the considerable decrease in the Reynolds
shear stress correlation is closely related to the reduction in the
drag force of the circular cylinder �9,29�. The peak value of con-
centration of Reynolds shear stress obtained for L /D=1.8 case is
smaller approximately by a factor of 9 than the concentrations
occurred for no-plate case. Pronounced Reynolds shear stress cor-
relations for L /D=1.8 are only obtained in the shear layer appar-
ently due to the small-scale vortices occurring along the shear
layer.

Fig. 4 Variation of saddle point location as a function of split-
ter plate length

Fig. 5 Variation of normalized peak streamwise root-mean-
square velocity fluctuations as a function of splitter plate
length
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Figure 3 compares the instantaneous spanwise vorticity con-
tours between the cases of no-plate and splitter plate, having
T /D=0.016, with different lengths at the midplane elevation.
Here, the solid and dashed lines show the positive �anticlockwise�
and negative �clockwise� spanwise vorticity layers, respectively,
and N represents the image number. For the case of no plate
shown in the first row of Fig. 3, a large-scale Karman-like vortex
structure occurs close to the base of the cylinder and small con-
centration of vortices detected from large-scale vortices are ob-
served far away from the cylinder. The shear layers of the cylinder
actually interact with each other just after the cylinder. The first
image of the row is the second instantaneous image �N=2� in 300
instantaneous images. The middle image of the first row repre-
sents the image obtained half cycle later from the first image �N
=2� and the third image of the first row shows the image 1 cycle
later from the first image. The time interval between the two suc-
cessive images is 66.6 ms. Meanwhile, spectra of streamwise ve-
locity fluctuations evaluated at various locations in the flow field
for no-plate case shows a clear and distinct peak, which shows the
natural frequency of vortex shedding, approximately f

=0.529 Hz. When the splitter plates are attached to the cylinder,
instantaneous vorticity contours depict that the splitter plate has a
significant influence on the wake flow structure. At L /D=0.2, the
vorticity layers elongate in streamwise direction and the shear
layers emanating on both sides of the circular cylinder interact
with each other at a location further downstream of the cylinder at
approximately x /D=1.2D. Nevertheless, the oscillation of the
flow is obtained for this splitter plate length at a frequency of f
=0.47 Hz, which is smaller than that of the no-plate case. The
peak vorticity value for this plate length is slightly smaller com-
pared to the case of no plate. For the plate lengths of L /D=0.4
and 0.6, the oscillation of the flow is still observed at frequencies
of f =0.455 Hz and 0.410 Hz, respectively. The entrainment of the
shear layers occurs further downstream of the cylinder for these
plate lengths and the magnitude of the vorticity concentration,
however, remains almost constant with increasing splitter plate
length. The same vortex shedding frequencies were also obtained
for other splitter plate thicknesses, T /D=0.04 and 0.08, for 0
�L /D�0.6. For the splitter plate length greater than L /D=1.0,
spectra of the streamwise velocity do not give any dominant fre-

Fig. 6 Variation of Reynolds stress at various locations downstream of the cylinder
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quency in the flow field. Gerrard �11� observed that the dominant
frequency of vortex shedding decreased when the length of the
splitter plate attached on the cylinder in deep water was smaller
than D, but it increased for 1�L /D�2 at Re=2�104. Similar
results were also reported by Apelt et al. �12� in deep water flow.
Kwon and Choi �14� concluded that the reason for the increase in
vortex shedding at 1�L /D�2 was due to the generation of the
secondary vortex at the tip of the splitter plate. Instantaneous im-
ages obtained from present experiments do not clearly show the
presence of the secondary vortices occurring at the tip of the split-
ter plate most probably due to the strong effect of the bed and free
surface on shallow flow characteristics. At 1.0�L /D�2.4, the
flow oscillations downstream of the trailing edge of the splitter
plate are rarely observed. However, these oscillations are not pe-
riodic. Both positive and negative spanwise vorticity layers re-
main horizontal and further expanded in the streamwise direction
for L /D�1.0 cases. This behavior of the flow prevents the mo-
mentum transfer from the freestream flow into the wake region.
Finally, despite the unsteady structure of the flow, the variation of
the vorticity layers is, in contrast to the case of no plate, similar
for most of the instantaneous images.

Figure 4 presents the variation of saddle point location, which
is an indication of vortex formation length, as a function of the
splitter plate length for three different plate thicknesses at the
midplane elevation �hL /hw=0.5�. Saddle point for no-plate case
occurs at approximately 0.93D from the base of the cylinder. Con-
siderable increase in vortex formation length is obtained with the
increase in the splitter plate length up to L /D=1.2. Above this
plate length, the vortex formation length slightly increases. Figure
4 also shows that the plate thickness has a negligible effect on the
vortex formation length.

The variation of normalized peak streamwise root-mean-square
velocity fluctuations at the midplane elevation for different plate
thicknesses as a function of splitter plate length is given in Fig. 5.
First of all, the results obtained for different plate thicknesses
verify that the thickness of the plate does not have much effect on
the flow characteristics downstream of the cylinder. Second, it is
evident that increasing splitter plate length results in a decrease in
the peak value of the streamwise rms velocity fluctuation. Splitter
plates located downstream of the circular cylinder strongly sup-
press the large-scale vortices, which carry fresh fluid from
freestream region into the wake region behind the circular cylin-
der, and then velocity fluctuations downstream of the cylinder are
weakened. While the peak fluctuation for no-plate case is 0.48,
this value decreases approximately to 0.4 with the presence of the
smallest splitter plate, L /D=0.2. When the splitter plate length is
increased to L /D=2.4, the peak value of streamwise root-mean-
square velocity fluctuation drops to a value of 0.26, which is about
half that of the no-plate case.

The cross-sectional distribution of the Reynolds shear stress for
various cases is displayed in Fig. 6 at five different locations,
X /D=1, 1.2, 1.6, 2.0, and 2.4 downstream of the circular cylinder
for T /D=0.016 at the midplane elevation. At X /D=1 location,
Reynolds shear stress distribution for no-plate case is much larger
than the other cases. Because of the suppression of the vortex
shedding and elongation of the wake region for the presence of
the splitter plate, the fluctuations of the velocity components are
very low and Reynolds shear stress concentrations are negligible
in this location except for L /D=0.2 case where the peak concen-
tration of Reynolds shear stress is approximately equal to 0.04.
Similar distribution of Reynolds shear stress are obtained for
X /D=1.2 location. However, the peak concentration slightly in-

Fig. 7 Effect of splitter plate length on turbulent kinetic energy distribution downstream
of the cylinder
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creases for the plate having L /D=0.2. As mentioned earlier, Rey-
nolds shear stress concentration reaches a peak value at X /D=1
and slightly drops after this location for no-plate case. Due to this
fact, the peak concentration of Reynolds shear stress drops to a
value of 0.079, while the peak concentration for L /D=0.2 in-
creases to a value of 0.08 at the X /D=1.6 location. Beside this,

slight changes are obtained for the L /D=0.4 case. Moreover, Rey-
nolds shear stress distributions are very similar for the plate
lengths of L /D=0.8, 1.2 and 1.8 for all downstream locations.
However, very small changes are obtained in the distribution of
Reynolds shear stress between L /D=0.8 and L /D=1.2 and 1.8
cases in the downstream locations of X /D=2.0 and 2.4. Finally, it

Fig. 8 Normalized Reynolds normal stresses Šu�u�‹ /U2 and Šv�v�‹ /U2 for
different splitter plate lengths
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can be concluded from Fig. 5 that Reynolds shear stress distribu-
tion at various downstream locations along the transverse direc-
tion negligibly changes after the splitter plate length of L /D
=1.2.

Figure 7 shows the contours of normalized turbulent kinetic
energy for different splitter plate cases of T /D=0.016 at the mid-
plane elevation. For all graphs, the minimum value of turbulent
kinetic energy was kept the same in order to provide comparison.
For the no-plate case, turbulent kinetic energy increases initially
along the downstream direction starting from the base of the cir-
cular cylinder and reaches its peak value at a point very close to
the saddle point location along the centerline in the wake region.
Then, it decreases gradually along the downstream direction.
Compared to the no-plate case, two maxima, which are located in
shear layers both sides of the cylinder, are evident for the presence
of the splitter plates in the flow field, instead of just one dominant
peak obtained for no-plate case. Due to the fact that the formation
of the large-scale vortices is suppressed by the splitter plates, the
entrainment of the freestream flow into the wake flow region is
prevented and the peak value of turbulent kinetic energy does not
occur along the symmetry line anymore. For the splitter plate
having the length of L /D=0.2, the peak value of turbulent kinetic
energy decreases to approximately half of that of the no-plate case
and the location of the peak turbulent kinetic energy moves in the
downstream direction as a result of the elongation of the vortex

formation region mentioned above. The decrease in the peak value
of turbulent kinetic energy is rapid until the L /D=1.2 case. This
peak value of turbulent kinetic energy for the L /D=1.2 case is
approximately four times smaller than that of no-plate case. The
peak value of the turbulent kinetic energy changes slightly after
the plate length of L /D=1.2. For example, the peak value for
L /D=2.4 case is less than half that of the L /D=1.2 case. The size
of wake region with negligible kinetic energy is considerably
longer in freestream direction for L /D=2.4 case compared to the
no-plate case. This feature of the flow is consistent with the elon-
gation of the vortex formation length and the prevention of the
interaction of the separated shear layers with each other.

Figure 8 indicates streamwise and transverse Reynolds normal
stresses for different splitter plate cases at the midplane elevation
to reveal their effect on turbulent kinetic energy. The minimum
and incremental values of the contours for streamwise Reynolds
normal stress �u�u�� /U2 and for transverse Reynolds normal stress
�v�v�� /U2 are the same and equal to 0.01 and 0.005, respectively.
The peak value of both normal stresses decreases with increasing
splitter plate length. However, as could be seen in Fig. 8, the rate
of decrease in transverse Reynolds normal stress is greater than
that of streamwise Reynolds normal stress. The peak values of
normalized streamwise and transverse Reynolds normal stresses
for no-plate case are 0.23 and 0.39, respectively. These values

Fig. 9 Normalized Reynolds shear stress for different splitter plate lengths at the elevation adjacent to the
bed surface

Journal of Fluids Engineering APRIL 2008, Vol. 130 / 041401-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



decrease to 0.09 and 0.023 for L /D=1 and 0.06 and 0.009 for
L /D=2.0. These numerical values indicate that transverse Rey-
nolds normal stress has considerable effect on the weakening of
turbulent kinetic energy compared to the effect of streamwise
Reynolds normal stress.

Contours of normalized Reynolds shear stress for different
splitter plate lengths at the elevation adjacent to the bed surface
�hL /hw=0.06� are shown in Fig. 9. The minimum and incremental
values of Reynolds shear stress �u�v�� /U2 are �0.005 and 0.005,
respectively. Here, the solid and dashed lines represent the posi-
tive and negative Reynolds shear stress contours, respectively.
Similar to the case at the midplane elevation, the peak values of
Reynolds shear stress are significantly attenuated with increasing
splitter plate length. The most important difference between Rey-
nolds shear stress concentrations obtained at the bed and midplane
elevation appears to be the formation of additional concentrations
exterior to the near wake region and both sides of the cylinder at
the bed. They are presumably due to the fluctuations related to
horseshoe vortex formed immediately upstream of the cylinder’s
leading edge �19�. Reynolds shear stress contours in Fig. 9 also
show that the existence of the splitter plate has negligible effect on
horseshoe vortex system and the additional concentrations men-
tioned above.

4 Conclusions
The flow characteristics of the wakes behind the circular cylin-

der with attached splitter plates have been investigated experimen-
tally in shallow water flow using the PIV technique. The effects of
the splitter plate length, ranging from 10 mm �0.2D� to 120 mm
�2.4D�, on the suppression of vortex shedding were determined by
the instantaneous and time-averaged-velocity vector field, corre-
sponding vorticity field, streamline topology, and turbulent statis-
tics. The splitter plates having different thicknesses exert the same
influence on the flow characteristics. Increasing splitter plate
length results in a decrease in the frequency of vortex shedding
until L /D=0.6. After this splitter plate length, the dominant fre-
quency of the shedding vortices is not obtained probably due to
the stabilizing effect of the shallow water. Turbulent flow charac-
teristics of wake region changes immediately even with the pres-
ence of the smallest splitter plate. Substantial changes in turbulent
statistics, such as turbulent kinetic energy, Reynolds shear and
normal stresses are obtained until the splitter plate length of
L /D=1.2. The large-scale vortex shedding behind the circular cyl-
inder completely disappeared when the length of the splitter plate
was bigger than this critical length �L /D=1.2�. After this length,
inconsiderable changes occur in flow characteristics of the cylin-
der wake and despite the fact that the flow is unsteady and the
variation of the flow characteristics is similar for most of the
instantaneous images.
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Nomenclature
D � cylinder diameter
hL � height of laser sheet from the bed �bottom

surface�
hw � water height
L � splitter plate length

Ls � location of saddle point
Re � Reynolds number

T � splitter plate thickness
U � depth-averaged velocity

u � horizontal component of velocity
v � vertical component of velocity

u� � velocity fluctuation in streamwise direction
v� � velocity fluctuation in transverse direction

u�v� � Reynolds shear stress correlation
u�u� � streamwise Reynolds normal stress
v�v� � transverse Reynolds normal stress

X � streamwise coordinate
Y � transverse coordinate
� � streamline topology
	 � vorticity
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Effect of Surface Roughness on
Single Cryogen Droplet
Spreading
Cryogen spray cooling is an auxiliary procedure to dermatologic laser surgery, which
consists of precooling the superficial skin layer (epidermis) during laser irradiation of
subsurface targets to avoid nonspecific epidermal thermal damage. While previous stud-
ies have investigated the interaction of cryogen sprays with microscopically smooth hu-
man skin models, it is important to recognize that real human skin surface is far from
smooth. With the objective to provide physical insight into the interaction between cryo-
gen sprays and human skin, we study the effect of surface roughness on the impact
dynamics of single cryogen droplets falling on skin models of various roughnesses
(0.5–70 �m). We first develop a theoretical model to predict the maximum spread diam-
eter (Dm) following droplet impingement based on a similarity approximation to the
solution of a viscous boundary layer that incorporates friction as the major source of
viscous dissipation on a rough surface. Then, we measure the droplet diameter, impact
velocity, and Dm of cryogen droplets falling by gravity onto skin models. Experimental
data prove that the proposed model predicts Dm with good accuracy, suggesting that the
effects of surface roughness and friction on Dm are properly taken into account for the
range of surface roughness studied herein. �DOI: 10.1115/1.2903810�

1 Introduction
Dermatological laser surgery is the treatment of choice for vas-

cular lesions �e.g., hemangiomas �1� and port wine stain �PWS�
birthmarks �2�� as well as cosmetic surgery �e.g., hair �3� and
tattoo �4� removal�. In these treatments, cryogen spray cooling
�CSC� is an essential auxiliary method that protects the epidermis
from excessive thermal damage during laser irradiation, while
subdermic targets, such as PWS blood vessels located
100–500 �m below the skin surface �5�, are thermally photoco-
agulated. The only FDA-approved cryogen used thus far for this
purpose is Tetrafluoroethane-1,1,1,2 �R134a� �3�, with a boiling
temperature of −26°C at atmospheric pressure. Short cryogen
spurts �20–100 ms� �6,7� are released from a pressurized con-
tainer through a spray valve/nozzle system. Well-atomized cryo-
gen droplets with diameters of 3–20 �m �8� and velocities of
10–80 m /s �9,10� impact onto human skin and extract heat as
they spread and evaporate.

The efficiency of heat extraction during spray deposition is
largely dictated by the dynamics of droplet impact �8�. Ideally,
micrometer-size cryogen droplets impact and spread on the skin
surface, evaporating and extracting heat. Previous studies
�5,11–13� used epoxy resins or Plexiglas substrates as skin models
to measure the heat extraction induced by short cryogen spurts.
These studies concluded that the thickness of the cryogen layer on
the skin surface influences greatly the heat transfer during CSC.
The skin models used in these studies were macroscopically
smooth; however, the human skin surface is far from smooth.
Moreover, human skin roughness varies with age, anatomical lo-
cation, and environmental factors, such as sun exposure and hu-
midity �14�.

In the present study, we first use a simple but realistic experi-
mental scenario where the liquid layer �formed by the coalescence
of thousands or millions of droplets� that spreads on the human

skin surface is represented and indirectly measured by the maxi-
mum spread diameter �Dm� of a single droplet �6�. This scenario
allows us to maintain proper scaling while significantly simplify-
ing the more complex spray problem. In this study, we investigate
the dynamics of a single droplet impact onto flat rigid surfaces
with surface roughnesses �Ra� in the range of 0.5–70 �m, which
include those characteristic of human skin: 50–200 �m. Subse-
quently, we use these experimental results to develop a new semi-
empirical model to predict Dm without considering evaporation.
Finally, we use discrete experimental data to obtain the free pa-
rameters required by our model and compare its predictions to
those of previous models and to a comprehensive experimental
data set.

2 History of Numerical Models
Figure 1 shows a schematic of the droplet geometry before and

after the impact on a flat surface and the associated mass and
energy conservation equations. Before the impact, the geometry of
the droplet is close to a perfect sphere of diameter D moving with
velocity V. The total energy of the droplet at this stage E1 can be
expressed as �15�

E1 = � 1
2�V2�� 1

6�D�3 + �D2�LV �1�

where the two terms on the right represent the kinetic energy and
surface energy of the droplet, respectively.

After the impact, the cryogen droplet spreads along the surface
until it reaches the maximum spread diameter Dm. At this stage,
the geometry of the cryogen can be modeled as a disk of diameter
Dm and thickness h, where h=2D3 /3Dm

2 according to mass con-
servation. Since the kinetic energy of the droplet reduces to zero
at maximum spreading, the total energy of the flattened droplet
only consists of the surface energy �15�,

E2 = ��

4
Dm

2 +
2

3
�

D3

Dm
��LV +

�

4
Dm

2 ��SL − �SV� �2�

The first term on the right of Eq. �2� represents the surface energy
between the liquid and vapor at the top and peripheral areas of the
flattened liquid droplet, while the second term represents the sur-
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face energy of the droplet. The three surface tensions ��LV, �SL,
and �SV� are related to each other through the static contact angle
� �16�,

�LV cos � = �SL − �SV �3�
Substituting Eq. �3� into Eq. �2�, the total energy at this stage can
be rewritten as

E2 = ��

4
Dm

2 �1 − cos �� +
2

3
�

D3

Dm
��LV �4�

According to energy conservation, Eq. �1� must be written as

�1

2
�V2��1

6
�D3� + �D2�LV = ��

4
Dm

2 �1 − cos �� +
2

3
�

D3

Dm
��LV

+ Wdiss �5�

where Wdiss is the energy dissipation during the spread process.
Several papers have discussed how to evaluate this term. Chandra
and Avedisian �15� suggested that Wdiss could be solved using the
following approximation:

Wdiss =	
0

tc	
�

�d�dt 
 ��tc �6�

where �, the dissipation function, is defined as

� = ��V

h
�2

�7�

where � is the dynamic viscosity and � is the liquid droplet
volume, which, once the droplet reaches Dm, is defined as

� = 1
4�Dm

2 h �8�

and tc is the characteristic time from droplet impact to maximum
spread, simply defined as �15�

tc 
 D/V �9�
Combining Eqs. �6�–�9� yields

Wdiss = 1
4���V/h�DDm

2 �10�

Inserting Eq. �10� into Eq. �5� and applying the definitions of
Reynolds and Weber numbers �Re=�DV /� and We=�DV2 /�,
where � is the density, D is the droplet diameter, V is the impact
velocity, � is cryogen viscosity, and � is the surface tension�, the
energy equation becomes

3

2

We

Re
	4 + �1 − cos ��	2 − �1

3
We + 4� = 0 �11�

where 	=Dm /D is the normalized maximum spread diameter. To
get more accurate results, Pasandideh-Fard et al. �17� considered

droplet spreading as an axisymmetric stagnation flow and used it
to find Wdiss as follows. In cylindrical coordinates, the simplified
continuity equation becomes

Vr

r
+

�Vr

�r
+

�Vz

�z
= 0 �12�

and the Navier–Stokes equation in the radial direction �r� be-
comes

�Vr

�t
+ Vr

�Vr

�r
+ Vr

�Vz

�z
= −

1

�

�P

�r
+ 
� �2Vr

�r2 +
1

r

�Vr

�r
+

�2Vr

�z2 −
Vr

r2 �
�13�

For a steady state axisymmetric stagnation flow, the similarity
method can be used to find the thickness of the boundary layer �.
This method requires the introduction of a stream function � that
satisfies the no-slip condition, a similarity variable , and a simi-
larity function G��� defined as

� = − Br2z,  = z�B



, G��� =

Vr

Br
�14�

where B is a constant parameter with units of 1 /s that must be
defined. In terms of �, the radial component of the velocity Vr
may be expressed as

Vr = −
1

r

��

�z
= Br �15�

G��� represents a dimensionless velocity, which takes a value of
�1 when =2.4. Thus, the thickness of the boundary layer of an
axisymmetric stagnation flow can be obtained �18� using Eq. �14�.
Pasandideh-Fard et al. �17� proposed the spread velocity Vr to be
equal to the impingement velocity V �Vr=V� and assumed B
=V /D. In this case, � becomes

� =
2.4D

�Re
�16�

and � in Eq. �6� becomes

� 
 ��V

�
�2

�17�

which differs from Eq. �7� since h is replaced by �. Another sig-
nificant difference from the model of Chandra and Avedisian �15�
is the definition of tc, which Pasandideh-Fard et al. defined as

tc =
8

3

D

V
�18�

By combining Eqs. �5�, �6�, and �16�–�18�, Pasandideh-Fard et al.
obtained

4
We
�Re

	3 + 3�1 − cos ��	2 − �We + 12� = 0 �19�

Mao and Kuhn �19� subsequently modified the above equation
according to experimental results and obtained

0.2
We0.83

Re0.33 	3 +
1

4
�1 − cos ��	2 − �We

12
+ 1�	 +

2

3
= 0 �20�

In summary, the three models described above assume tc as a
parameter proportional to the ratio of droplet size �D� and impact
velocity �V� �Eq. �9� for the Chandra and Avedisian model and Eq.
�18� for Pasandideh-Fard et al. and Mao and Kuhn models� and
the dissipation function � defined by Eq. �7� to calculate Wdiss,
thus increasing the uncertainty of the prediction. Moreover, while
all these models are capable of predicting Dm, they are only ap-
plicable to macroscopically smooth surfaces: Ra�5 �m, which
are far from those of skin �Ra=50–200 �m�. Previous models do
not consider friction during droplet spreading, which is likely to

Fig. 1 Sketch of shape and energy of droplet before impact
and at maximum spread diameter Dm

041402-2 / Vol. 130, APRIL 2008 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



be a dominant factor for Ra approaching those of skin, i.e., Ra
�50 �m. We suggest a new approach to evaluate Wdiss.

3 Analytical Model
From Eqs. �14� and �15�, the shear stress � between the droplet

and the impact surface during spreading can be expressed as

� = �
�Vr

�z
= �BrG��0��B



�21�

where B is an undetermined constant and G��0� represents the
wall shear stress, G��0�=1.312 �18�. Assuming axisymmetric ra-
dial spreading, the differential friction force F between the droplet
and the impact surface can be expressed as

dF = �dA = �BrG��0��B



2r�dr �22�

The overall energy dissipation Wdiss due to friction can be ex-
pressed as

dWdiss = Fdr �23�
Employing Eq. �22� and integrating both sides of Eq. �23� yields

Wdiss =	
0

Dm/2	
0

r

�B�G��0��B



2��d�dr =

�

96
�BG��0��B



Dm

4

�24�

Inserting Wdiss into Eq. �5� and rearranging yields

G��0�
96

We
�Re

	5D3/2V−3/2B3/2 +
1

4
�1 − cos ��	3 − �We

12
+ 1�	 +

2

3
= 0

�25�
In Eq. �25�, all terms must be dimensionless, which again requires
B to have dimensions of 1 /s. We propose

B = C1
V

D
�26�

where C1 is an undetermined constant. This enables the product
D3/2V−3/2B3/2 within the first term in Eq. �25� to become a con-
stant C. Simplifying Eq. �25�,

CG��0�
96

We
�Re

	5 +
1

4
�1 − cos ��	3 − �We

12
+ 1�	 +

2

3
= 0 �27�

4 Experimental Procedures

4.1 Droplet Impact Facilities. A schematic of our experi-
mental setup is shown in Fig. 2. To minimize the evaporation of
cryogen droplets during the experiments, the chamber was first
pressurized to the saturation pressure of R-134a at room tempera-
ture �5.79 bars=84 psi� using cryogen vapor. Then, the pressure
was increased slightly to 6.21 bars �90 psi� using pressurized air.
After this, the chamber and droplet generator reservoir were
cooled to approximately the same temperature ��5°C�. Under
these conditions, droplet spreading after the impact can be consid-
ered isothermal without evaporation. It took more than 30 s for a
droplet to completely evaporate after the impact, which is at least
three orders of magnitude higher than the time it takes a droplet to
spread after the impact ��2–8 ms�.

The impact surfaces were horizontally mounted at the bottom
of the chamber, and transparent windows made of polycarbonate
were positioned on the two sides of the chamber to allow for side
illumination and imaging. Pressure valves, gauges, and safety in-
strumentation were mounted on the top cap of the polyvinyl chlo-
ride �PVC� chamber.

Falling cryogen droplets were formed at the tip of small nozzles
�3�, which were attached to a needle valve �12� connected to a

small cryogen tank �2� pressurized to �6.48 bars� �94 psi�, which
is slightly above the chamber’s pressure. For a proper comparison
and analysis, it is necessary to maintain similarity between the
smaller �3–20 �m� and faster �10–80 m /s� cryogen spray drop-
lets and the larger and slower droplets that we generate within the
chamber. The average droplet size and velocities of the R134a
spurts we have characterized in the past �8,10� lead to ranges in
Reynolds numbers �Re� of 200–9000 and Weber numbers �We� of
50–9000. Both of these dimensionless numbers are relevant to the
physics of impact and spreading of liquids on solid surfaces �20�.
By producing single droplets of R134a of 1.4–2.4 mm in diam-
eter and 0.9–2.4 m /s in impact velocity, Re and We are in the
ranges 9200–26,500 and 258–1670, respectively. Note that the use
of R134a is not only supported by the initial motivation of this
study, but also because the viscosity and surface tension of R134a
are about five and ten times lower than those of water, respec-
tively, which allows us to overlap, at least partially, the ranges of
Re and We of spray and single droplets.

The targeted flat surface was made of a mixture of 3100 epoxy
resin and A210 Hardener �RBC Industries, Inc., Warwick, RI�
with a ratio of 3:1 in weight. The mixture was poured into a Teflon
mold with a presanded bottom that determines the surface rough-
ness �Ra� of the targeted flat surface.

To fully scale the problem from the spray to the single droplet
scenario, the surface roughness �Ra�—defined as half the distance
between the average peak to valley separation of a rough surface
�14�—would also need to be scaled. As mentioned above, Ra var-
ies between 50 �m and 200 �m for human skin depending on the
anatomical location, age, and race �14�. This means that the ratio
of Ra of skin to a single spray droplet varies between 3 and 66,
which would require the Ra of the human skin model to be
4–125 mm. However, Ra=70 �m was set as the upper limit be-
cause splashing occurs beyond that roughness, so the continuity of
the spread no longer exists.

4.2 Imaging System. A high speed camera �Photron Fastcam
PCI 10 K, Itronics, Westlake Village, CA� with a 90 mm zoom
lens �V-HQ Macro MC 90 mm f /2.5, Elicar, Japan� was used to
acquire digital images of single droplet impingement on the skin
models. Image sequences were captured at a rate of
2000 frames /s with a pixel resolution of 128�64. Two Fiber-Lite
illuminators �Edmund Industrial Optics, Barrington, NJ� were
used as light sources, one in front and the other on the back of the
chamber. To record droplet impingement dynamics, the camera
was positioned at a 30 deg angle with respect to the horizontal
level. To clearly record the static contact angle, the camera was
also mounted at the same level as the impingement surfaces. The
droplet velocity was obtained using the MOTION software �Itronics,

Fig. 2 Experimental facilities for experiments of cryogen drop-
let impact dynamics without evaporation. 1, pressure gauge; 2,
cryogen tank; 3, nozzle; 4, clear PVC tower; 5, temperature sen-
sor; 6, pressured gas; 7, illumination; 8, impact surface; 9, high
speed camera; 10, pressure relieve valve; 11, pressure gauge;
12, needle valve; 13, ball valve.
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Westlake Village, CA� by comparing the same droplet in a series
of consecutive frames. The velocity at which droplets break into
smaller ones, or the breakup velocity, can be expressed as Vb
=8� /Cd�D �21�, where Cd is the drag coefficient. It was found
that droplet impact velocity was far below the breakup velocity
for the droplet sizes studied, which is the regime in which the
model is applicable.

5 Results and Analysis
Figure 3 shows the time sequences of cryogen droplets with

size D=1.41 mm and V=0.9 m /s impacting on flat surfaces with
Ra=0.5 �m, 30 �m, and 70 �m, respectively. The impact pro-
cess can be divided into four continuous stages �21�. Stage 1: the
droplet spreads due to the kinetic energy before impact. Stage 2:
the droplet spreads to the maximum diameter Dm and the kinetic
energy is zero at this time. Stage 3: the spread droplet begins to
retreat due to surface tension. Stage 4: the droplet either statically
stays on the surface or rebounds. These four stages can be clearly
observed in the surface with Ra=0.5 �m. The near perfect spheri-
cal cryogen droplet impinges onto the surface at t=0.0 ms and
spreads along the surface until reaching Dm at t=8 ms. The drop-
let then begins to retreat, but at a much slower pace than it
spreads. It takes about 70 ms �not shown� to reach Stage 4 where
the droplet stays static at the surface.

For the surface with Ra=30 �m, the impact dynamics exhibit
some differences. Once the droplet impinges onto the surface, it
spreads as in the previous case, but at the same intervals of t
=1 ms, 2 ms, and 4 ms, the spread diameters are smaller than
those of the surface with Ra=0.5 �m. Also, the time required for
the cryogen to spread to Dm, is the same �8 ms�, but after the
cryogen reaches its Dm the retreat cannot be observed and the
spread stays at almost the same position. For the surface with
Ra=70 �m, the impact dynamics are close to those of Ra
=30 �m.

Figure 4 shows spread diameter changes over time for different
surface roughnesses of Ra=0.5 �m, 4.2 �m, 8.2 �m, 30 �m,
50 �m, and 70 �m. For all surfaces, the time required for the
cryogen to spread to Dm was approximately 8 ms. Dm decreases
as Ra increases from Ra=0.5–70 �m. The surface with Ra
=0.5 �m displays a maximum spread distance Dm=6.31 mm;
however, as the surface roughness increases to Ra=50 �m and
70 �m, Dm decreases to 4.9 mm and 4.6 mm, respectively. As
pointed out above, once the cryogen spread reaches Dm, it begins
to retreat for Ra=0.5 �m, but for other Ra, the spread diameters
remain unchanged with time.

Figure 5 shows the spread velocity variation with time for the

Fig. 3 Droplet with D=1.41 mm and V=0.9 m/s and Re=9200 and We
=258 impact onto three surfaces with Ra=0.5 �m „left…, Ra=30 �m „middle…,
and Ra=70 �m „right… for various times in the range of 0–20 ms

Fig. 4 Spread diameter versus spread time for surface rough-
nesses of Ra=0.5 �m, 4.2 �m, 8.2 �m, 30 �m, 50 �m, and
70 �m, with droplet with D=1.41 mm and V=0.9 m/s
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six different surface roughnesses of Ra=0.5 �m, 4.2 �m,
8.2 �m, 30 �m, 50 �m, and 70 �m. For all six surfaces, the
spread velocities after the impact quickly decrease within the first
4 ms, time after which the spread velocities slowly reduce to zero
after Dm is reached �8 ms�. The Ra also has an effect on the initial
spread velocities, which are 1.7 m /s, 1.4 m /s, 1.3 m /s, 1.1 m /s,
1.0 m /s, and 0.9 m /s for Ra=0.5 �m, 4.2 �m, 8.2 �m, 30 �m,
50 �m, and 70 �m, respectively.

Two more series of experiments with D=1.91 mm and V
=2.38 m /s were performed. Table 1 shows a comparison of the
normalized maximum spread diameter �	� for the three sets of
experiments. For a droplet with D=1.41 mm impacting a surface
with Ra=0.5 �m �Sets 1 and 2�, 	 increases from 4.51 to 5.11 as
V changes from 0.9 m /s to 2.38 m /s. For the same V=2.38 m /s
�Sets 2 and 3�, 	 also increases from 5.11 to 5.35 as D increases
from 1.41 mm to 1.91 mm. Altering Ra to 50 mm and 70 �m re-
sults in a similar phenomena: increasing Ra causes a correspond-
ing decrease in 	 for a given set of Re and We values.

The first term on the left hand side of Eq. �27� is the energy
dissipation term, which is the key factor influencing Dm. Figure 6
shows the effect of the undetermined coefficient C, which appears
in the first term of Eq. �27� on 	. As C increases, 	 decreases for
all three experimental sets, meaning that as the energy dissipation
increases, the maximum spread diameter must decrease. These

results are also in agreement with previous research �19�, which
show that as Ra increases, the value of 	 decreases. Therefore, we
used the following steps to associate Ra with the energy dissipa-
tion and to determine the value of C in the energy dissipation term
of Eq. �27�.

From Eq. �24�, the energy dissipation term can be expressed as

Wdiss

�D2�
=

�

96
�BG��0��B



Dm

4

�D2�
�28�

Inserting Eq. �26� into Eq. �28� and rearranging in terms of Re and
We, we obtain

Wdiss

�D2�
=

CG��0�
96

We
�Re

	4 �29�

Considering a perturbation of the energy dissipation term, Eq. �29�
can be written as

Wdiss

�D2�
= c

We
�Re

	4�1 + �� �30�

where c=CG��0� /96, and � is a small perturbation which can be
defined as

� = K1�Ra

D
�K2

�31�

where K1 and K2 are constants that need to be found using experi-
mental results. Inserting Eq. �31� into Eq. �27�, we get

c
We
�Re

1 + K1�Ra

D
�K2�	5 +

1

4
�1 − cos ��	3 − �We

12
+ 1�	 +

2

3
= 0

�32�

Note that if Ra=0, Eq. �27� can be recovered.
The coefficients c, K1, and K2 of Eq. �32� were adjusted based

on our experimental data using an iterative algorithm. Figure 7
shows the flowchart of this algorithm using experimental set 1 as
an example. Equation �32� has five solutions for 	; however, only
the largest real root is considered �15�. By comparing the com-
puted coefficients c, K1, and K2 for the three sets using the least
squares method, only one set was found, and the resulting equa-
tion for the prediction of 	 is,

Fig. 5 Spread velocity versus spread time for surface rough-
nesses of Ra=0.5 �m, 4.2 �m, 8.2 �m, 30 �m, 50 �m, and
70 �m, with droplet with D=1.41 mm and V=0.9 m/s

Table 1 Three experimental cases and results

Droplet parameters Surface roughness Ra ��m� 	

Set 1: Re=9200 0.5 4.51
We=258 4.2 4.23

D=1.41 mm 8.2 4.02
V=0.9 m /s 30 3.74

50 3.52
70 3.26

Set 2: Re=20,000 0.5 5.11
We=1210 4.2 4.78

D=1.41 mm 8.2 4.69
V=2.38 m /s 30 4.1

50 3.81
70 3.58

Set 3: Re=26,500 0.5 5.35
We=1670 4.2 4.95

D=1.91 mm 8.2 4.78
V=2.38 m /s 30 4.4

50 4.12
70 3.9

Fig. 6 Prediction of � with undetermined coefficient C in Eq.
„27…: Case 1: D=1.41 mm and V=0.9 m/s; Re=9200 and We
=258. Case 2: D=1.41 mm and V=2.38 m/s; Re=20,000 and
We=1210. Case 3: D=1.91 mm and V=2.38 m/s; Re=26,500
and We=1670.
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0.0018
We
�Re

1 + 27.3�Ra

D
�0.76�	5 +

1

4
�1 − cos ��	3

− �We

12
+ 1�	 +

2

3
= 0 �33�

To make sure that the common solution set represents all ex-
perimental cases reasonably well, Fig. 8 shows a comparison of
the experimental data and the predictions by Eq. �33�. The uncer-
tainty of the experimental data is described using error bars, while
the model predictions are expressed by continuous lines. For all
cases, it is apparent that as the surface roughness Ra increases, 	
decreases, and, as expected, the experimental and numerical re-
sults display consistency as the differences between them are less
than 10%. To further verify our model, we used two additional
Plexiglas surfaces Ra=0.1 m and 4.2 m and recorded the Dm re-
sulting from 16 water droplets impacting under ambient pressure
and temperature at ranges of Re=5500–24,000 and We
=120–1330 �data not shown�. A very good fit was found with
confidence values within 10%. Table 2 shows the predicted values
of 	 by the three models developed by other researchers and de-
scribed above, plus the proposed model and the three sets of our
experimental data.

Since the proposed model can be applied to surface rough-
nesses up to Ra=70 �m, while the other three cannot, Ra was
limited to 0.5 �m for this comparison. For Set 1, the experimental
results and most model predictions are close. The notable excep-
tion is the model of Chandra and Avedisian �15�. For Set 3, the

predictions of the proposed model are also close to the experimen-
tal results, while the other models overpredict 	 by at least 20%.

6 Discussion
The cryogen droplet impact monitored over identical time in-

tervals shows that surface roughness affects maximum spread di-

Fig. 7 Flowchart of algorithm to determine the coefficients c, K1, and K2 for
experiment results

Fig. 8 Experimental and model predicted results of � for three
cases: Case 1: D=1.41 mm and V=0.9 m/s; Re=9200 and We
=258. Case 2: D=1.41 mm and V=2.38 m/s; Re=20,000 and
We=1210. Case 3: D=1.91 mm and V=2.38 m/s; Re=26,500
and We=1670.
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ameters �Dm�. As Ra increases, Dm dramatically reduces, as seen
in Figs. 3 and 4. This phenomenon can be best explained through
principles of energy conservation: during the spread process, the
larger the Ra, the larger the portion of energy consumed by fric-
tion between the cryogen droplet and impact surface. In Fig. 3, all
droplets have the same D=1.41 mm and V=0.9 m /s. It follows
that the kinetic energies prior to impact are the same. The energy
dissipation during the spread process is greater for Ra=30 �m
than for Ra=0.5 �m. The energy lost influences the maximum
spread diameter Dm. The droplet that dissipates more energy has
less Dm. Therefore, for droplets with identical D and V values,
increasing Ra of the impact surface will reduce Dm �or 	�.

Ra also affects the behavior after the liquid spreads to Dm. For
the occurrence of the retreat phenomena, the surface energy
should be large enough to overcome the energy consumed during
the retreat process. Figure 3 shows pictures from spread to retreat
after impact. It is obvious that the retreat phenomenon only occurs
for Ra=0.5 �m, but for Ra=30 �m and 70 �m, this retreat phe-
nomenon cannot be observed because the surface energy is not
enough to overcome the energy lost by friction during the spread-
ing and is also insufficient to coalesce the droplet after Dm has
been reached. Therefore, for surfaces with Ra=50 �m and
70 �m, the cryogen droplet cannot retreat after spreading to Dm.

Also in Fig. 3, the geometries of the cryogen droplet spreads
are different for various Ra. For Ra=0.5 �m, the droplet remains
together during impact, spreads, and retreats. However, for Ra
=30 �m and 70 �m, the droplet is separated into several parts
after spreading to Dm. This shows that increasing Ra can assist in
breaking up liquid cryogen droplets. Because the resulting surface
energy of a spread cryogen droplet is not enough to hold the
cryogen together, the droplet breaks into several parts after reach-
ing Dm and cannot retreat.

An important feature of the proposed model is that it directly
associates Ra with energy dissipation during the spread process
without the need to define �. In previous models designed to pre-
dict Dm, however, � had to be measured for different Ra, although
in all cases, Ra was limited to �5 �m. From Fig. 3, it is clear that
for Ra=30 �m and 70 �m, the measurement of � becomes quite
difficult because of the irregularity of the surface roughness, re-
sulting in loss of accuracy. However, the average value of � for
the different surfaces used in this study is the same: �=15 deg, so
only this constant value was used in our model. The effects of Ra
on � are subsequently and implicitly included in the first term of
Eq. �33� because � is a constant value for the same surface.

Figure 5 shows that the spread velocity is also affected by Ra.
The energy dissipation can also explain why the initial spread
velocity changes with Ra. For droplets with the same size and
impact velocity, the spread velocity should be the same without
consideration of wall friction. For Ra=0.5 �m, the spread veloc-
ity after 0.5 ms is 1.7 m /s, but for Ra=70 �m, this value is only
0.9 m /s. This means that the energy dissipation caused by friction
is much less for Ra=0.5 �m than for Ra=70 �m during the first
0.5 ms after the impact. After t=4.0 ms, the spread velocities are

almost the same for all Ra, suggesting that most of the energy
dissipation occurs during the first half of the spread process.

Our results support the concept of a constant characteristic time
tc, representing the time from impact to maximum spread Dm. In
previous models, this time was defined as D /V �15� or 8

3 D /V
�17,19� and was used to find the energy dissipation �Wdiss�. While
our proposed model does not need an explicit definition of tc, we
can observe from our experimental results that tc is essentially
equal to 8.0 ms �Figs. 4 and 5�, while the definitions of D /V and
8
3 D /V result in shorter times �e.g., 0.8 and 2.1, respectively, for
set 3�, which would underestimate Wdiss according to our model.

It is also noteworthy that while tc might be a constant, the
spread velocity and, consequently, the instantaneous Wdiss are not.
Figure 5 shows that the spread velocity shortly after the impact
and up to about 4.0 ms is significantly higher for the smooth sur-
faces, but its rate of decrease is larger. After 4.0 ms, the spread
velocity is the same for all surfaces. That is, the larger Ra is, the
more significant the loss of kinetic energy is for the thin-spreading
layer that exists during the first 4.0 ms, and, consequently, the
velocity drop in that initial period is large relative to the one after
4.0 ms �Fig. 5�. Since the energy dissipation after 4.0 ms is less,
the spread velocity remains nearly constant and below 0.2 m /s,
independent of Ra. Note that the spread velocities for all Ra are
close to zero after 8.0 ms when the spread reaches the maximum
value �Dm�.

Figure 9 shows the comparison of 	 computed by the four
models for Ra=0.5 �m as a function of We. For We=258 �mini-
mum value�, all model predictions are close to the experimental
results, except for We=1680 �maximum value�, where the error of
some other models can be as large as twofold. Therefore, it ap-
pears that models that do not consider friction loss during the
spread process may be accurate for predicting Dm for small drop-
lets at low impact velocity �low Re and We�, but lose accuracy for
large droplets with high impact velocity �high Re and We�.

Figure 10 shows the comparison of experimental results from
four other sources according to Table 3 with the predicted 	 by
the proposed model. Note that the present model is more accurate
for droplets with higher impact velocity. For the experimental
results of Prunet-Foch et al. �22�, the droplets have the same im-
pact velocity V=3.5 m /s, but with different surface roughness.
The errors between the calculated 	 using the present model and
the experimental data are only 5%.

For the experimental results of Mao and Kuhn �19�, the pro-
posed model is reliable for V�1.86 m /s but loses its accuracy for
V�1 m /s. This can also be observed using the experimental re-
sults of Rioboo et al. �23�. With V=3.6 m /s, the errors between
measured and calculated 	 are 10%. However, with an impact

Table 2 Comparison of four models using present experimen-
tal results for Ra=0.5 �m

Set 1
D=1.41 mm
V=0.9 m /s

	

Set 2
D=1.41 mm
V=2.38 m /s

	

Set 3
D=1.91 mm
V=2.38 m /s

	

Chandra and Avedisian �15� 6.45 6.95 8.82
Pasandideh-Fard et al. �17� 4.83 5.97 6.43
Mao and Kuhn �19� 4.68 5.42 6.40
Liu et al., proposed model 4.61 5.0 5.20
Experimental data �Eq. �33�� 4.51 5.11 5.35

Fig. 9 Comparison of our experimental results with previous
models †15,17,19‡ for the same three cases described in Table 2
with Ra=0.5 �m
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velocity of 1.18 m /s, the error increases. For Moita and Moreira
�24� experiments, the proposed model cannot predict the correct
results for droplets with V=0.44 m /s.

In summary, increasing the droplet velocity or Ra makes fric-
tion effects on Dm more prominent. The spread velocity increases
with increasing droplet impact velocity �21�, but the effect of Ra
is more prominent as the spread velocity increases. Therefore, the
proposed model is more accurate, predicting Dm for droplets with
large impact velocities �1.86–3.72 m /s� impinging on surfaces
with a wide range of roughnesses �0.5–70 �m�.

One of the most significant advantages of the presented model
is that the effect of Ra on Dm is directly and explicitly associated
with the surface roughness. Thus, the errors caused by estimating
tc could be reduced. Even though the scales between CSC of
human skin and our experimental setup are not comparable, our
study shows how droplet spread varies as a function of Ra and the
effect of Ra on spread dynamics. In addition, we used our experi-
mental results to build on the existing models of maximum spread
by accounting for surface roughness during energy dissipation. To
the best of our knowledge, this is the first study that considers
surface roughness as a free parameter. Knowing the effect of sur-
face roughness on liquid spread may enable engineers to appro-
priately modify either liquid or substrate properties to enhance
many applications, e.g., addition of surfactants to sprays, peeling
of the stratum corneum for improved skin cooling, or moisturizer
penetration.

Fig. 10 Comparison of the � using the present model with
experimental data from current and previous works †20,22–24‡

Table 3 Comparison of calculated � using our proposed model with experimental results from
previous works

Diameter
�mm�

Velocity
�m/s� Re We

Ra
��m� �

Measured
	

Calculated
	 Ref.

2.7 3.5 9000 960 0.5 40 4.2 4.4 � �22�
2.7 3.5 9000 960 2 15 3.9 4.1 � �22�
2.7 3.5 9000 960 5 30 3.7 3.9 � �22�
2.7 3.5 9000 960 0.5 55 4.1 4 � �22�
2.7 3.5 9000 960 2 35 3.8 4.1 � �22�
2.7 0.55 1485 12 5 97 1.65 2.2 � �19�
2.7 0.82 2214 25 5 97 2.1 2.6 � �19�
2.7 1 2700 37 5 97 2.26 2.8 � �19�
2.7 1.58 4266 92 5 97 3.1 3.2 � �19�
2.7 1.86 5022 127 5 97 3.6 3.5 � �19�
2.7 2.77 7480 282 5 97 4.32 3.8 � �19�
2.7 3.72 10,044 509 5 97 4.78 4.3 � �19�
2.7 0.55 1485 12 0.5 67 1.67 2.8 � �19�
2.7 0.82 2214 25 0.5 67 2.16 3.3 � �19�
2.7 1 2700 37 0.5 67 2.34 3.5 � �19�
2.7 1.58 4266 92 0.5 67 3.09 3.6 � �19�
2.7 1.86 5022 127 0.5 67 3.67 4.1 � �19�
2.7 2.77 7480 282 0.5 67 4.42 4.4 � �19�
2.7 3.72 10,044 509 0.5 67 4.88 4.6 � �19�
2.7 0.55 1485 12 0.2 37 1.77 3.2 � �19�
2.7 0.82 2214 25 0.2 37 2.2 3.6 � �19�
2.7 1 2700 37 0.2 37 2.53 3.7 � �19�
2.7 1.58 4266 92 0.2 37 3.11 4 � �19�
2.7 1.86 5022 127 0.2 37 3.7 4.1 � �19�
2.7 2.77 7480 282 0.2 37 4.5 4.7 � �19�
2.7 3.72 10,044 509 0.2 37 4.94 4.9 � �19�
3.04 1.18 3587 58 0.003 10 3.2 5.1 � �19�
3.17 3.6 11,412 563 0.003 10 5.3 5.7 � �23�
3.03 1.18 3587 58 3.6 78 2.6 3.7 � �23�
3.17 3.6 11,412 563 3.6 78 4.6 4.3 � �23�
3.03 1.18 3587 52 0.4 105 2.4 2.7 � �23�
3.17 3.6 11,412 563 0.4 105 5 4.7 � �23�

3 1.18 3587 57 25.6 105 2.5 2.7 � �23�
3.17 3.6 11,412 563 25.6 105 4.9 4.2 � �23�
2.65 1.22 3233 54 6.2 100 2.6 3.02 � �23�
3.42 3.62 12,380 614 6.2 100 5 4.3 � �23�
2.65 1.22 3233 54 6.2 90 2.6 3.1 � �23�
3.52 3.62 12,380 614 6.2 90 5.1 4.3 � �23�
3.2 0.44 1408 452 2 85 1.4 3.5 � �24�
3.2 0.44 1408 452 2.7 85 1.4 3.33 � �24�
3.2 0.44 1408 452 1.52 71 1.5 3.3 � �24�
3.2 0.44 1408 452 3 86 1.4 3.3 � �24�
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7 Conclusion
Both the experimental and modeling results demonstrate that

the surface roughness Ra affects the cryogen impact and spreading
dynamics. For a droplet with the same size and velocity, the
smaller the impact surface roughness Ra, the larger the spread
diameter Dm. For impact surfaces with Ra greater than 30 �m, the
cryogen retreat phenomenon cannot be observed. The proposed
model appears to predict Dm for surfaces with large Ra, like hu-
man skin, better than previous models because it considers the
effect of friction loss due to surface roughness and reduces the
uncertainty of defining a spread time tc. The comparison of the
experimental and modeling results demonstrates the accuracy of
this model to predict the maximum spread diameter �Dm� of drop-
let impingement onto surfaces with a large range of surface rough-
nesses �Ra�.
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Nomenclature
Cd � drag coefficient
D � droplet diameter �mm�

Dm � maximum spread diameter �mm�
g � gravity �m s2�
G � similarity function
h � thickness of flattened cryogen at maximum

spread diameter �mm�
r � radius of cryogen spread �mm�

Ra � surface roughness ��m�
Re � Reynolds number ��VD /��

t � time �ms�
tc � characteristic spread time �ms�
T � temperature �°C�

Tsat � saturation temperature of cryogen at 1 bar �°C�
V � droplet velocity �m/s�

Vb � droplet breakup velocity �m/s�
Vr � velocity along the radial direction �m/s�
VZ � velocity along the vertical direction �m/s�

Wdiss � energy dissipated during cryogen spread �m s�
We � Weber number �D�V2 /��

Greek Symbol
 � similarity variable
	 � Dm /D �ratio of the maximum spread diameter

over the droplet diameter�
� � boundary layer thickness �mm�
� � dynamic viscosity �N s /m2�
� � dissipation function �N/m s�

 � kinetic viscosity �m2 /s�
� � static wetting angle �deg�
� � density �kg /m3�
� � surface tension �N/m�

�LV � surface tension between liquid and vapor
�N/m�

�SL � surface tension between liquid and solid sur-
face �N/m�

�SV � surface tension between vapor and solid sur-
face �N/m�

� � shear stress �N /m2�
� � stream function

References
�1� Kelly, K. M., Nelson, J. S., Lask, G. P., Geronemus, R. G., and Bernstein, L.

J., 1999, “Cryogen Spray Cooling in Combination With Nonablative Laser
Treatment of Facial Rhytides,” Arch. Dermatol., 135�6�, pp. 691–694.

�2� Nelson, J. S., Milner, T. E., Anvari, B., Tanenbaum, B. S., Kimel, S.,
Svaasand, L. O., and Jacques, S. L., 1995, “Dynamic Epidermal Cooling Dur-
ing Pulse-Laser Treatment of Port-Wine Stain: A New Methodology With Pre-
liminary Clinical Evaluation,” Arch. Dermatol., 131�6�, pp. 695–700.

�3� Goldman, M. P., and Fitzpatrick, R. E., 1999, Cutaneous Laser Surgery,
Mosby, Chicago.

�4� Nelson, J. S., Milner, T. E., Anvari, B., Tanenbaum, B. S., Kimel, S.,
Svaasand, L. O., and Jacques, S. L., 1991, “Selective Photothermolysis and
Removal of Cutaneous Vasculopthies and Tattoos by Pulsed Laser,” Plast.
Reconstr. Surg., 88�4�, pp. 723–731.

�5� Anvari, B., Milner, T. E., Tanenbaum, B. S., Kimel, S., Svaasand, L. O., and
Nelson, J. S., 1995, “Dynamic Epidermal Cooling in Conjunction With Laser
Treatment of Port-Wine Stains: Theoretical and Preliminary Clinical Evalua-
tions,” Lasers Med. Sci., 10�2�, pp. 105–112.

�6� Aguilar, G., Majaron, B., Pope, K., Svaasand, L. O., Lavernia, E. J., and
Nelson, J. S., 2001, “Influence of Nozzle-to-Skin Distance in Cryogen Spray
Cooling for Dermatologic Laser Surgery,” Lasers Surg. Med., 28�2�, pp. 113–
120.

�7� Aguilar, G., Vu, H., and Nelson, J. S., 2004, “Influence of Angle Between the
Nozzle and Skin Surface on the Heat Flux and Overall Heat Extraction During
Cryogen Spray Cooling,” Phys. Med. Biol., 49�10�, pp. N147–N153.

�8� Aguilar, G., Majaron, B., Verkruysse, W., Zhou, Y., Nelson, J. S., and Laver-
nia, E. J., 2001, “Theoretical and Experimental Analysis of Droplet Diameter,
Temperature, and Evaporation Rate Evolution in Cryogenic Sprays,” Int. J.
Heat Mass Transfer, 44, pp. 3201–3211.

�9� Aguilar, G., Majaron, B., Karapetian, E., Lavernia, E. J., and Nelson, J. S.,
2003, “Experimental Study of Cryogen Spray Properties for Application in
Dermatologic Laser Surgery,” IEEE Trans. Biomed. Eng., 50�7�, pp. 863–869.

�10� Franco, W., Vu, H., Jia, W., Nelson, J. S., and Aguilar, G., 2007, “Fluid and
Thermal Dynamics of Cryogen Sprays Impinging on a Human Tissue Phan-
tom,” ASME J. Biomech. Eng., accepted for publication.

�11� Aguilar, G., Wang, G. X., and Nelson, J. S., 2003, “Dynamic Behavior of
Cryogen Spray Cooling: Effects of Spurt Duration and Spray Distance,” La-
sers Surg. Med., 32�2�, pp. 152–159.

�12� Gasljevic, K., Aguilar, G., and Matthys, E. F., 2001, “On Two Distinct Types
of Drag-Reducing Fluids, Diameter Scaling, and Turbulent Profiles,” J. Non-
Newtonian Fluid Mech., 96�3�, pp. 405–425.

�13� Tunnell, J. W., Torres, J. H., and Anvari, B., 2002, “Methodology for Estima-
tion of Time-Dependent Surface Heat Flux Due to Cryogen Spray Cooling,”
Ann. Biomed. Eng., 30�1�, pp. 19–33.

�14� Manuskiatti, W., Schwindt, D. A., and Maibach, H. I., 1998, “Influence of Age,
Anatomic Site and Race on Skin Roughness and Scaliness,” Dermatology
�Basel, Switz.�, 196�4�, pp. 401–407.

�15� Chandra, S., and Avedisian, C. T., 1991, “On the Collision of a Droplet With
a Solid-Surface,” Proc. R. Soc. London, Ser. A, 432�1884�, pp. 13–41.

�16� Frohn, A., and Roth, N., 2000, Dynamics of Droplets, Springer, New York.
�17� Pasandideh-Fard, M., Qiao, Y. M., Chandra, S., and Mostaghimi, J., 1996,

“Capillary Effects During Droplet Impact on a Solid Surface,” Phys. Fluids,
8�3�, pp. 650–659.

�18� White, F. M., 1991, Viscous Fluid Flow, McGraw Hill, New York.
�19� Mao, T., and Kuhn, D., 1997, “Spread and Rebound of Liquid Droplets Upon

Impact on Flat Surfaces,” AIChE J., 43�9�, pp. 2169–2179.
�20� Lavernia, E. J., and Wu, Y., 1996, Spray Atomization and Deposition, Wiley,

New York.
�21� Rein, M., 1993, “Phenomena of Liquid Drop Impact on Solid and Liquid

Surface,” Fluid Dyn. Res., 12�2�, pp. 61–93.
�22� Prunet-Foch, B., Legay, F., Vignes-Adler, M., and Delmotte, C., 1998, “Im-

pacting Emulsion Drop on a Steel Plate: Influence of the Solid Substrate,” J.
Colloid Interface Sci., 199�2�, pp. 151–168.

�23� Rioboo, R., Marengo, M., and Tropea, C., 2002, “Time Evolution of Liquid
Drop Impact Onto Solid, Dry Surfaces,” Exp. Fluids, 33�1�, pp. 112–124.

�24� Moita, A., and Moreira, A., 2003, “Influence of Surface Properties on Dyan-
mic Behavior of Impacting Droplet,” Ninth International Conference on Liq-
uid Atomization and Spray System, Sorrento, Italy.

Journal of Fluids Engineering APRIL 2008, Vol. 130 / 041402-9

Downloaded 03 Jun 2010 to 171.66.16.157. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A Model of Piston Sliding Process for
a Double Piston-Actuated Shock
Tube

I. da S. Rêgo
e-mail: rego@aees.kyushu-u.ac.jp

T. Ando

K. Misumi

T. Miyazaki

S. Nishiyori

Interdisciplinary Graduate School of Engineering
Sciences,
Kyushu University,
6-1 Kasuga Koen,
Fukuoka 816-8580, Japan

K. N. Sato
e-mail: satcho@triam.kyushu-u.ac.jp

M. Sakamoto

S. Kawasaki

Research Institute for Applied Mechanics,
Kyushu University,
6-1 Kasuga Koen,
Fukuoka 816-8580, Japan

A double piston-actuated structure designed for replacing the use
of diaphragms in conventional shock tubes has been recently de-
veloped. In order to clarify the piston sliding process for this
structure, a simplified model based on the motion equation of its
main sliding piston has been developed. Calculated piston sliding
time against pressure ratio has been numerically obtained and
indirectly evaluated by examining the experimental curves of the
performance of the diaphragmless structure.
�DOI: 10.1115/1.2903521�

1 Introduction
A newly designed double piston-actuated structure �1,2�, which

is a variation of the design reported by Oguchi et al. �3�, has been
developed for diaphragms that are usually employed to separate
the high- and low-pressure sections in conventional shock tubes.
This has been highly motivated by the fact that, in general, the use
of rupturing diaphragms results in �a� an uncontrollable amount of
impurities inside the shock tube, �b� a relatively low reproducibil-
ity of shock conditions, and �c� very costly and time-consuming
tasks of replacing the ruptured diaphragm after each and every
shot.

In order to clarify the piston sliding process for the double
piston-actuated structure, a simplified model based on the motion

equation of its main sliding piston has been developed. Such a
model allows the piston sliding time to be estimated. The piston
sliding time is of importance mainly because it may influence the
distance where the shock wave will be formed downstream and
the characteristics of the shock wave itself �4,5�.

2 Diaphragmless Structure and Modeling
Such a diaphragmless structure is shown in Fig. 1. The scheme

for generating normal shock waves through this diaphragmless
structure is as follows: �i� High-pressure nitrogen gas �N2� is sup-
plied to the actuating-gas chamber, which contains both the main
sliding piston and the auxiliary sliding piston �with a low conduc-
tance pinhole in its base� made of high-density plastic material;
�ii� As the inside of the chamber is filled, the pistons slide for-
ward. The main piston shuts a passage between the driver-gas
chamber and the shock tube; �iii� Since the pressure of the driver
gas �P4� introduced into its chamber is slightly lower than that in
the actuating-gas chamber, the driver gas is then sealed in its
chamber with the main piston; �iv� By rapidly purging N2 gas
from the rear of the auxiliary piston via a fast-opening valve, the
auxiliary piston is quickly actuated backward due to a pressure
imbalance across its base. This allows the rest of the N2 gas to
escape massively through various high-conductance orifices on
the piston tube open to the ambient air; �v� Because of this, the
main piston backs rapidly driven by P4, opening that passage for
the driver gas, which discharges into the shock tube.

The equation of motion of the main sliding piston is formulated
next. The main piston experiences a driving force Fd due to the
pressure differential across the piston base and a friction force Ff
in the opposite direction due to the compression force on two
piston rings �for simplicity, Ff is negligible�. Thus, the net force or
resultant force Fn on the main piston is estimated as

Fn�t� � AbP4�t� − Ab�Pr�t� − fP1� �1�

where Ab is the base area of the main piston �the actual Ab is about
0.02 m2�, P4�t� is the driver-gas pressure, which drops rapidly
over time �immediately after the beginning of the sliding process
of the main piston�, f is about 0.41 �percentage of Ab pressed by
P1�, P1 is the driven-gas pressure �ranging from 0.1 kPa to 2.7
kPa�, Pr�t� is the pressure at the rear of the main piston, i.e., the
pressure of N2 gas in the actuating-gas chamber, which decreases
rapidly over time �immediately after the auxiliary piston starts
being actuated backward�. Thus, the net acceleration of the main
piston is

an�t� � Fn�t�/mp �2�

where mp is the mass of the main piston �the actual mp is about
1.5 kg�. To obtain an adequate net acceleration to simulate the
motion of the main piston, P4�t� and Pr�t� need to be determined.
For simplicity, both drop adiabatically as N2 gas rapidly exhausts
out and helium gas �used as the driver gas� discharges into the
shock tube. Thus, the drop in pressure of the driver gas is

P4�t� � P4�0�� 1

1 + t
�dp�z

V4�0�
�2�P4�0� − P1�

�4
�

�4

�3�

where �dp�z is an increasing lateral area �dp=0.127 m is the
actual minor piston diameter and �z corresponds to the increasing
stroke distance whose maximum is about 0.04 m, as shown in Fig.
1�, P4�0� is the initial pressure of the driver gas in its chamber
�before actuating the main piston�, and �4=0.16 kg /m3 and �4
=1.66 are the density and adiabatic index for He gas, respectively
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at normal temperature and pressure. The velocity of flowing gas is
calculated by means of the Bernoulli equation under assumptions
of incompressible flow, horizontal streamline, and large chamber
and is held constant over the piston sliding process for simplicity.

The drop in pressure of N2 gas at the rear of the main piston can
be similarly estimated by counting that N2 gas flows out across a
total area given by the area of four high-conductance orifices
��do

2, where do=0.033 m is the diameter of the orifice� immedi-
ately after the auxiliary sliding piston is actuated backward, the
initial volume occupied by N2 gas in the chamber is Vr�0�, N2 gas
exhausts against ambient air at Patm, and the density ��act� and the
adiabatic index ��act� for N2 gas at normal temperature and pres-
sure are 1.16 kg /m3 and 1.404, respectively. Thus, the drop in
pressure of N2 at the rear of the main piston is

Pr�t� � Pr�0�� 1

1 + t
�do

2

Vr�0�
�2�Pr�0� − Patm�

�act
�

�act

�4�

Finally, the desired net acceleration of the main sliding piston is
obtained by combining Eqs. �1� and �2� with Eqs. �3� and �4�,
which results in a second-order ordinary differential equation in-
volving functions that depend only on t. The solutions �stroke
distance covered at a certain time instant t� for them were

computed under the initial conditions of z=0 and dz /dt=0 at t
=0. Figure 2 shows the calculated values of the total sliding time
of the piston required to cover a fixed stroke distance of �z /2
�i.e., 50% of the passage opened� against the pressure ratio
�P4 / P1�, taking P1 as a parameter. In general, the piston sliding
time �roughly one order of magnitude higher than that of the dia-
phragm opening time� shortened as P4 / P1 increased. This numeri-
cal trend suggests that the pressure of the driver gas may simul-
taneously drive the incident shock wave downstream of the shock
tube and the main piston upstream of the shock tube. This was
indirectly evaluated by confirming the experimental decrease of
the ratio of the theoretical to experimental values of the incident-
shock Mach number �Ms,theor /Ms,expt� with increasing values of
P4 / P1, as shown in Fig. 3. Note that the values of Ms,theor /Ms,expt
are always higher than 1. This is probably due to variations of
properties of the driven gas with rise in temperature behind the
incident shock, friction forces that attenuates the flow near the
inside wall of the tube, and noninstantaneous piston sliding times.
However, the decrease in Ms,theor /Ms,expt as P4 / P1 increases has
to do with shorter opening times and means that data approach
theory, where the opening time is considered as instantaneous.
Experimentally, this decrease was observed and has been attrib-
uted to the fact that at higher P4, the piston sliding motion was
faster and, consequently, the piston sliding time shortened, as nu-
merically suggested in Fig. 2. This may be the experimental evi-
dence that confirms that P4 drives not only the incident shock
wave downstream of the shock tube but also the main piston in the
opposite direction. Direct measurements of piston sliding time
were not performed yet because of constraints on instrumentation
access.

3 Conclusions
In short, a newly designed double piston-actuated structure has

been developed for diaphragms in conventional shock tubes. A
simplified model based on the motion equation of its main sliding
piston has been developed. It was numerically found that the pres-
sure of the driver gas drives simultaneously the incident shock
wave downstream of the shock tube and the main sliding piston
upstream in the opposite direction. This numerical finding was
indirectly supported by confirming the experimental decrease of
the ratio of the theoretical to experimental values of the incident-
shock Mach number with increasing values of pressure ratio. Di-
rect measurements of piston sliding time still need to be per-
formed.

Fig. 2 Calculated piston sliding time against pressure ratio,
taking the pressure of the driven gas as a parameter

Fig. 1 Scale drawing of the double piston-actuated structure

Fig. 3 Variation of Ms,theor/Ms,expt with P4 /P1. Shock waves in
the 0.3 CO2+0.7 N2 mixture using He as the driver gas and N2
as the actuating gas, taking P1 as a parameter.
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